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Preface

As part of an effort to improve product lines, periodic revisions of software and
hardware are released. Therefore, all versions of the software or hardware currently in
use might not support some functions that are described in this document. The
product release notes provide the most up-to-date information on product features.

If a product does not function correctly or does not function as described in this
document, contact a technical support professional.

Note

This document was accurate at publication time. To ensure that you are using the
latest version of this document, go to the Support website https://www.dell.com/
support.

Purpose
This document describes how to design and plan for a NetWorker disaster recovery.
However, it does not provide detailed disaster recovery instructions.

Audience

This guide is part of the NetWorker documentation set, and is intended for use by
system administrators who are responsible for setting up and maintaining backups on
a network. Operators who monitor daily backups will also find this guide useful.

Revision history
The following table presents the revision history of this document.

Table 1 Revision history

Revision Date Description

01 May 20, 2019 First release of this document for NetWorker 19.1

Related documentation
The NetWorker documentation set includes the following publications, available on the
Support website:

e NetWorker E-LAB Navigator
Provides compatibility information, including specific software and hardware
configurations that NetWorker supports. To access E-LAB Navigator, go to
https://elabnavigator.emc.com/eln/elnhome.

e NetWorker Administration Guide
Describes how to configure and maintain the NetWorker software.

e NetWorker Network Data Management Protocol (NDMP) User Guide
Describes how to use the NetWorker software to provide data protection for
NDMP filers.

e NetWorker Cluster Integration Guide
Contains information related to configuring NetWorker software on cluster servers
and clients.

e NetWorker Installation Guide
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Provides information on how to install, uninstall, and update the NetWorker
software for clients, storage nodes, and servers on all supported operating
systems.

NetWorker Updating from a Previous Release Guide
Describes how to update the NetWorker software from a previously installed
release.

NetWorker Release Notes

Contains information on new features and changes, fixed problems, known
limitations, environment and system requirements for the latest NetWorker
software release.

NetWorker Command Reference Guide
Provides reference information for NetWorker commands and options.

NetWorker Data Domain Boost Integration Guide
Provides planning and configuration information on the use of Data Domain
devices for data deduplication backup and storage in a NetWorker environment.

NetWorker Performance Optimization Planning Guide
Contains basic performance tuning information for NetWorker.

NetWorker Server Disaster Recovery and Availability Best Practices Guide
Describes how to design, plan for, and perform a step-by-step NetWorker disaster
recovery.

NetWorker Snapshot Management Integration Guide
Describes the ability to catalog and manage snapshot copies of production data
that are created by using mirror technologies on storage arrays.

NetWorkerSnapshot Management for NAS Devices Integration Guide
Describes how to catalog and manage snapshot copies of production data that are
created by using replication technologies on NAS devices.

NetWorker Security Configuration Guide

Provides an overview of security configuration settings available in NetWorker,
secure deployment, and physical security controls needed to ensure the secure
operation of the product.

NetWorker VMware Integration Guide
Provides planning and configuration information on the use of VMware in a
NetWorker environment.

NetWorker Error Message Guide
Provides information on common NetWorker error messages.

NetWorker Licensing Guide
Provides information about licensing NetWorker products and features.

NetWorker REST API Getting Started Guide
Describes how to configure and use the NetWorker REST API to create
programmatic interfaces to the NetWorker server.

NetWorker REST AP/ Reference Guide
Provides the NetWorker REST API specification used to create programmatic
interfaces to the NetWorker server.

NetWorker 19.1 with CloudBoost 19.1 Integration Guide
Describes the integration of NetWorker with CloudBoost.

NetWorker 19.1 with CloudBoost 19.1 Security Configuration Guide

Provides an overview of security configuration settings available in NetWorker and
Cloud Boost, secure deployment, and physical security controls needed to ensure
the secure operation of the product.
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¢ NetWorker Management Console Online Help
Describes the day-to-day administration tasks performed in the NetWorker
Management Console and the NetWorker Administration window. To view the
online help, click Help in the main menu.

e NetWorker User Online Help
Describes how to use the NetWorker User program, which is the Windows client
interface, to connect to a NetWorker server to back up, recover, archive, and
retrieve files over a network.

Special notice conventions that are used in this document
The following conventions are used for special notices:

NOTICE

Identifies content that warns of potential business or data loss.

Note

Contains information that is incidental, but not essential, to the topic.

Typographical conventions
The following type style conventions are used in this document:

Table 2 Style conventions

Bold Used for interface elements that a user specifically selects or clicks,
for example, names of buttons, fields, tab names, and menu paths.
Also used for the name of a dialog box, page, pane, screen area with
title, table label, and window.

[talic Used for full titles of publications that are referenced in text.
Monospace Used for:

e System code

e System output, such as an error message or script

e Pathnames, file names, file name extensions, prompts, and
syntax

e Commands and options

Monospace italic Used for variables.
Monospace bold Used for user input.
[1 Square brackets enclose optional values.

| Vertical line indicates alternate selections. The vertical line means or
for the alternate selections.

{} Braces enclose content that the user must specify, such as x, y, or z.

Ellipses indicate non-essential information that is omitted from the
example.

You can use the following resources to find more information about this product,
obtain support, and provide feedback.

Where to find product documentation

e https://www.dell.com/support
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e https://community.emc.com

Where to get support

The Support website https://www.dell.com/support provides access to product
licensing, documentation, advisories, downloads, and how-to and troubleshooting
information. The information can enable you to resolve a product issue before you
contact Support.

To access a product-specific page:
1. Go to https://www.dell.com/support.

2. In the search box, type a product name, and then from the list that appears, select
the product.

Knowledgebase
The Knowledgebase contains applicable solutions that you can search for either by
solution number (for example, KBOOOxxxxxx) or by keyword.

To search the Knowledgebase:
1. Go to https://www.dell.com/support.
2. On the Support tab, click Knowledge Base.

3. In the search box, type either the solution number or keywords. Optionally, you
can limit the search to specific products by typing a product name in the search
box, and then selecting the product from the list that appears.

Live chat
To participate in a live interactive chat with a support agent:

1. Go to https://www.dell.com/support.
2. On the Support tab, click Contact Support.

3. On the Contact Information page, click the relevant support, and then proceed.

Service requests
To obtain in-depth help from Licensing, submit a service request. To submit a service
request:

1. Go to https://www.dell.com/support.
2. On the Support tab, click Service Requests.

Note

To create a service request, you must have a valid support agreement. For details
about either an account or obtaining a valid support agreement, contact a sales
representative. To get the details of a service request, in the Service Request
Number field, type the service request number, and then click the right arrow.

To review an open service request:
1. Go to https://www.dell.com/support.
2. On the Support tab, click Service Requests.

3. On the Service Requests page, under Manage Your Service Requests, click
View All Dell Service Requests.

Online communities

For peer contacts, conversations, and content on product support and solutions, go to
the Community Network https://community.emc.com. Interactively engage with
customers, partners, and certified professionals online.
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How to provide feedback
Feedback helps to improve the accuracy, organization, and overall quality of
publications. You can send feedback to DPAD.Doc.Feedback@emc.com.
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CHAPTER1

Introduction

This chapter includes the following sections:

¢ NetWorker Server disaster recovery roadmap
e Bootstrap and indexes.......ccceeeeviiienieiieeinniennnns
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Introduction

NetWorker Server disaster recovery roadmap

This guide provides an aid to disaster recovery planning an detailed step-by-step
disaster recovery instructions.

The following figure shows the high-level steps to follow when performing a disaster
recovery of the NetWorker Server.

Figure 1 Disaster recovery roadmap
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Bootstrap and indexes

The successful recovery of a NetWorker Server requires a current backup of key
configuration information. NetWorker stores this configuration information in various
directory locations on the host and this information changes when you modify the
clients, devices, and volumes in the datazone.

The main backup components that protect the configuration information are the
bootstrap save set and the client file index save sets.
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Bootstrap save set

The NetWorker server generates a special save set called the bootstrap. The
bootstrap backup contains key information about the current state and configuration
of NetWorker clients, devices, volumes, and other important information for backup
and recovery operations.

The bootstrap consists of five components that reside on the NetWorker server:
¢ Media database

¢ Resource files

e License server files (dpa.licand licspec.properties)

e NetWorker Authentication Service database

e Lockboxes

The Server Backup action, which is part of the Server Protection policy performs the
bootstrap backup. By default, the Server Backup action also backs up all the client file
indexes. The only guaranteed method to safely and consistently capture the
NetWorker server configuration information is to perform a bootstrap backup. The
bootstrap save set is required to ensure a successful disaster recovery of the
NetWorker server, regardless of any other protection methods that are used.

Client file index save set

After all the save sets in a scheduled backup for a client completes, the NetWorker
software saves the client-specific backup information to the client file index. Each
client has a client file index directory that is stored in the nsr/index directory on the
NetWorker Server. The client file index acts as a record of backup data and enables
simple recovery and the ability to browse and restore the data. A client file index
consists of many separate files and directories, and its size depends on the amount of
client data that is backed up.

The client file index contains the following information for each backup save set:
¢ Name of each file

e File type of each file

e Save time

e Size of each file (UNIX only)

e File attributes

The client file index is not always required to recover data, but it is recommended that
you back up the client file indexes, and ensure that it is available for a disaster
recovery. The availability of the client file index greatly impacts the full restoration of
backup and recovery services following a disaster recovery. The client file index helps
you determine the time that is required to restore a NetWorker Server to a fully
functional state.

Use the nsrck command to rebuild the client file index for a client from the index
backup.

Bootstrap save set 13
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CHAPTER 2

Disaster Recovery Use Cases

This chapter includes the following sections:

Basic disaster reCoVery SCENArio........ccciciuiiiieii e e e e e e e e e e e eneeeenas 16
Basic disaster recovery considerations..........cc.coeeeiiiiciiicc e 18
More advanced disaster recovery considerations........c.ccccceevevuiiieeicrenceeenceeennnns 19
Index or configuration COrTUPTION.........ccoiiiiiiiee i e e e e e eeeeeeeee 21
Corruption or [0Ss Of SAN STOrage......cccccecerummrmmrrrrrerreeieeeeraeeeesee e s e s eeeeeee e nnnnnnns 21
Loss of one server, Data Domain system, Or Sit€.......ccceuiiieiiiiii e 21
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Basic disaster recovery scenario

This section describes a basic NetWorker implementation to highlight important
disaster recovery focus areas.

The following figure provides an example of a basic NetWorker solution that works
well for a small office. If the server is powerful enough and the storage and
connections are sized appropriately, it can protect up to 100 clients and a number of
business systems.

Figure 2 Example of insufficient NetWorker Server management
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In this example, the NetWorker Server configuration offers very little resilience and
highlights a number of disaster recovery issues that might make recovery difficult or
even impossible:

e The NetWorker Server:
= Has a single ethernet connection and therefore is a single point of failure.
= |s using internal disks and therefore is a single point of failure.
= Has no mirroring or storage replication.

= |s contained to a single space within a room or a data center and therefore is a
single point of failure.

¢ The bootstrap email has not been configured and is not monitored, so the
bootstrap backup email messages are lost.

¢ The bootstrap and index backups are written to a single tape, which has three
years of backups on it. The volume has not been changed or cloned and therefore
is a single point of failure.

e The single copy of the bootstrap is created for disaster recovery purposes every
three months and is stored in the office Administrators desk in a different building.
However, the secretary does not know the purpose of this tape and keeps it in a
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locked desk, in an office a few miles away from the main building and therefore is a
single point of failure.

Basic NetWorker solution
Unfortunately, in this example the management of the NetWorker Server has been
poor and little regard has been paid to the protection of the server.

In this example, the following issues might impede disaster recovery:

e Lack of resilience or redundancy in the backup environment. The NetWorker
Server is a single system and it uses RAID protected storage, but it is located
locally through a direct attachment. This situation is the same for the tape devices
that are located in a small autoloader near the system.

e Aloss of the site might result in a loss of the tape devices, the server, and the
storage. The customer in this situation only has one data room, so the use of a
second site is not viable.

¢ The customer does not remove tapes from the site. The tapes are cycled on a
monthly basis, but this process is limited to a small number of monthly backups of
key systems, with most tapes remaining on site.

e Bootstrap backups have been configured to run daily and are written to an index
and bootstrap tape. This tape is changed, but with staff changes and an increasing
workload, it is often left for several weeks. When it is changed, a new tape is
labeled and the old tape is given to the office Administrator for storage. However,
the office Administrator does not know the purpose of this tape and keeps it in a
locked desk, in an office a few miles away from the main building.

¢ The bootstrap notifications have been configured to be sent by email.
Unfortunately, no one monitors the email alias.

¢ The bootstrap notifications email messages have failed for months and no one is
aware of this situation.

If a significant disaster occurs, the company in this example might find it extremely
difficult to recover its data and systems. Although some data is held offsite, the ability
to recover it relies on the NetWorker Server and the infrastructure to be available.

While the hardware components may be quickly found, the ability to recover the
NetWorker Server to its previous state remains a challenge. The bootstrap tape from
the office administrator’s desk can be used and may only recently have been changed.
The ability to use this tape depends on someone knowing where the tape is and who to
ask and the office administrator being available to unlock the desk and deliver the
tape. Unfortunately, without any records of the bootstraps, the entire tape must be
scanned to rebuild the records on the new NetWorker Server which is a time-
consuming process. Since the tape was stored in an area that fluctuated in
temperature, read errors might occur and the recovery might not be possible.

Although this situation may seem extreme, it highlights the ways in which, without
careful consideration, a disaster recovery situation can have a major impact on the
business.

If the following procedures were put in place, the recovery would have been much
easier and faster to achieve:

e Regularly change the bootstrap tape
e Clone copies of the bootstrap and client file indexes
e Save the bootstrap notifications

Although some data is likely to have been lost forever, key data could have allowed the
business to resume. Although it might not have been practical to have a second site
with resilient links or remote storage, some simple measures with good management
would have made the recovery situation far easier and faster.

Basic disaster recovery scenario 17



Disaster Recovery Use Cases

The following examples provide information on improved levels of disaster recovery
protection.

Basic disaster recovery considerations

The following steps to improve the availability of a NetWorker Server can be simple
and cost effective:

18

Multiple paths for both network and storage connections are common and can
help to reduce the likelihood of a failure that is due to a bad connection or failed
NIC or HBA.

Most storage systems use RAID to prevent one or more disk failures from
impacting the system. These storage systems come in a range of sizes that suit
any budget. Implementing these procedures should be considered as a no-cost

option, although the ongoing maintenance and management is likely to incur some
expense. However, these options are very simple and cost effective and will have a
big impact on the speed and ease that a disaster recovery demands.

The following figure highlights some of basic steps that can be used to improve
the availability and disaster recovery capability of a NetWorker Server and shows a
single site that is used for backup and recovery.

This example shows how a backup environment can be optimized to reduce single
points of failure and improve the speed and ability of a recovery, should a disaster

recovery be required:
= The bootstrap and index backups are cloned daily.

= Copies of the bootstrap and index backup clones are removed from the site and
stored in a secure remote location.

= Dual Path Ethernet with automatic failover is configured and managed by a
switch. This provides a single resilient IP connection.

= Email notifications are captured and stored in several locations and are
available from an archive.

= The backup service and backup operations are monitored daily for nonfatal
errors and warnings.

= A dual path SAN with a storage array that offers RAID protection, replication,
and snapshot capabilities is used.

Standard disaster recovery deployment
In this example, the backup environment has been optimized to improve disaster
recovery performance in the following ways:

The same single NetWorker Server is made to be more resilient and robust by
adding some additional network and SAN links.

The storage is RAID protected and has additional protection through snapshots,
replication, and mirroring.

Email notifications are sent to an alias that allows them to be accessed remotely.
Email notifications are saved and monitored.

Logs are monitored for errors so that issues can be detected early.

Tapes are removed from site on a daily basis because there is only one site
available.

Tapes are stored in a secure and controlled location.

Some data is cloned to ensure that multiple copies exist. This steps aids in
recovery and limits any exposure to media failure or loss.

NetWorker 19.1 Server Disaster Recovery and Availability Best Practices Guide
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e Bootstraps are cloned daily so that two copies always exist.

Figure 3 Standard disaster recovery deployment
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More advanced disaster recovery considerations

This section lists other options that build on resilience and offer higher levels of
protection or recovery speed. In many cases, the recommendations from the previous
section will provide adequate protection and allow the backup service to be recovered
in a reliable manner and in a reasonable period of time. For others, this might not
provide enough protection or might not deliver a solution that is as quick or as resilient
as the business demands.

One of the best ways to improve recoverability and resilience is to introduce a second
site. This practice allows the infrastructure and data to be present in two locations,
which helps to mitigate the impact of an issue in a single site or with a single
component within a site.

More advanced disaster recovery considerations 19
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Single NetWorker Server configured for two sites
This figure provides an example of a basic layout of a single NetWorker Server that is
configured to use two sites, where:

The same key infrastructure, such as SAN and network, is used.
The infrastructure is configured with dual paths.

The storage can be duplicated to provide the ability to replicate the NetWorker
configuration on the second site.

Tape devices are used to store the bootstrap and index backups. These devices
are located in a different building.

To reduce recovery time significantly, the index storage can be replicated or made
available to the second site.

Figure 4 Single NetWorker Server configured for two sites
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¢ One of the sites has a passive or stand-by server, which sits idle until it is required.

e The tape autoloader is the single point of failure in this example because it is
located in one site. Although a second autoloader helps, it adds to the complexity
of the configuration. Backup to disk solutions coupled with deduplication are
better options in this environment.

¢ One of the challenges with using this configuration, or any configuration in which a
production backup server must be protected, is the ability to capture the system in
a consistent manner. With backup and recovery operations taking place, the state
of the server and the backup configuration files are in a constant state of change.
While replicating the configuration files is possible, the operation might result in a
crash-consistent state. The bootstrap backup is the only method to ensure that
the data is able to be recovered.

e SAN storage can be used to provide space for an AFTD device. These can be used
for bootstrap backups and be cloned to the second site to ensure that a consistent
copy is available.

Index or configuration corruption

Backing up the bootstrap and index backups on the AFTD will allow for rapid and
immediate recovery, if the media database, or configuration areas could be corrupted
because of a fault or due to human error.

Consider that configuration corruption might make access to the DD Boost devices
difficult, where an AFTD device is relatively easy to reconfigure.

Corruption or loss of SAN storage

If SAN storage is lost or corrupt, you can:
e Reconfigure the DD Boost devices.

e Configure the tape device, since you will have bootstrap backups on both Data
Domains systems as well as the autochanger.

Loss of one server, Data Domain system, or site

If the server, Data Domain system, or site is lost, it will not result in the loss of backup
and recovery service.

If the site or single server loss is the result of a network, power, or cooling event, then
the other site should allow the backup service to remain functional after a short delay

to allow for the failover to occur. The loss may be temporary, in which case additional

recovery actions might not be necessary. Restore the replication and fail over so that

the main site is used once the problem resolved.

If the two sites are within a few miles of each other, you can use the tape out and
offsite storage.

Replication solutions

Replication is a term that is used differently by different vendors and replication
solutions are rarely the same. The features that are offered can be subtly different and
require different parameters to operate. This section provides some basic background

Index or configuration corruption 21
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on the support and qualification of the various replication, mirroring, and snapshot
features you need to consider for disaster recovery of the NetWorker Server.

When planning a replication solution, consider the potential impacts on the NetWorker
Server, which is constantly at work reading, changing, and updating information:

e Log files are updated with events and errors.

e Client file indexes are updated to reflect new backups or to remove backups that
have reached their expiration polices.

¢ The media database is updated to reflect the location and state of each volume
used.

e Save set information is created, deleted, or changed.

¢ The general configuration is updated to reflect the current state of the NetWorker
Server with all its storage nodes, devices, and clients.

These activities require many I/0 operations on the server's disk. Any impacts on the
speed and reliability of the 1/0 operations will impact the performance and reliability of
the NetWorker Server and the disaster recovery.

Replication, mirroring, and snapshot operations all require interception and capture of
any requested read, write, and change 10s that occur during the operation. Write 1/0s
require extra processing not only for the disk updates but to confirm that the updates
are successful.

If the replication disks are local, the 1/0 activity might take very little time, especially
with advanced array technologies. However, if the replication requires operations on
systems that are separated by distance, the time required to perform and confirm the
operations can have a significant impact.

The NetWorker Performance Optimization Planning Guide provides details on specific
performance requirements.

You can validate the performance impacts and support of replication solutions by a
Request for Product Qualification (RPQ), which you can submit through Professional
Services.

Configuring RecoverPoint for virtual machines replication

NetWorker 18.1 and later supports replication through RecoverPoint for virtual
machines.

RecoverPoint for virtual machines replicates virtual machines and their datastores to a
secondary site for high availability and faster disaster recovery. Replication is
managed within the vSphere Web Client using the RecoverPoint plug-in.

In order use RecoverPoint for virtual machines with NetWorker, you must enable MAC
address replication for each virtual machine that will be replicated. When you are
configuring a consistency group to protect the virtual machines with the Protect
Volumes Wizard, select Advanced Settings > MAC Address Replication and deselect
Disable for local copy.

The RecoverPoint Administrator’s Guide provides information about configuring
replication with the Protect Volumes Wizard.
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Bootstrap recommendations and practices

To ensure that you have access to the latest bootstrap backup, perform the following
tasks:

¢ Maintain a record of the bootstrap save set information. The NetWorker Server
provides you with the ability to configure policy completion and failure
notifications in the policy, workflow, and action resources. Ensure that you retain
email or printed copies of the notification for the Server Backup action, which
contains the following information about the bootstrap backup:

= Backup date and time
= Volume name and location
= Save set ID (SSID)

» Starting file and record number on the volume.

Note

The NetWorker Administration Guide provides more information about how to
configure policy completion and failure notifications.

e Perform a bootstrap backup regularly, at least once every 24 hours.

¢ Clone bootstrap volumes regularly to ensure that a single media failure or loss does
not impact the recovery of the NetWorker Server.

e Write the bootstrap save set to separate, dedicated media. Do not mix the
bootstrap save set with client backup data. This procedure speeds up the recovery
process and ensures that the recovery of the NetWorker Server is not dependent
on client data volumes that might have inappropriate policies or protection.

e Ensure that the physical location of the backup media does not impact access to
the bootstrap data if a local disaster occurs, such as a flood, fire, or loss of power.
Although local copies of the bootstrap data are beneficial, you should maintain
multiple copies of this information in other locations.

Backing up the NetWorker Server

When you install or upgrade the NetWorker Server, the installation or upgrade process
creates a default Server Protection policy that backs up the NetWorker Server and
the NMC Server database.

The Server Protection policy includes a server backup workflow. The server backup
workflow performs a bootstrap backup of the NetWorker Server for disaster recovery
purposes. The workflow is scheduled to start at 10:00 a.m. A full backup occurs on the
first day of the month, and incremental backups occur the remaining days of the
month. The workflow is assigned to the default Server Protection group, which
contains a dynamically generated list of the Client resources for the NetWorker Server
and the NMC Server.

Creating a Server Backup action

A Server Backup action performs a bootstrap backup of the NetWorker media and
resource databases, and can also include the client file indexes. By default, the
NetWorker server configuration contains a Server Protection policy that contains
NMC server backup and Server db backup workflows. The Server db backup workflow
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contain a server backup action. This section describes how to create a new server db
backup action, if required.

Before you begin

Create the policy and workflow that contain the action. The Server Backup action
should be the first action in the workflow.

Procedure

1.

10.

1.

12.

In the expanded left pane, select the policy's workflow, and then perform one of
the following tasks in the right pane to start the Policy Action wizard:

e |f the action is the first action in the workflow, select Create a new action.

¢ |f the workflow has other actions, right-click an empty area of the Actions
pane, and then select New.

The Policy Action wizard opens on the Specify the Action Information page.
From the Action Type list, select Server Backup.

If you create the action as part of the workflow configuration, the workflow
appears automatically in the Workflow box and the box is dimmed.

Specify the order of the action in relation to other actions in the workflow:

e If the action is part of a sequence of actions in a workflow path, in the
Previous box, select the action that should precede this action.

e |f the action should run concurrently with an action, in the Previous box,
select the concurrent action, and then select the Concurrent checkbox.

Specify a weekly or monthly schedule for the action:

e To specify a schedule for each day of the week, select Weekly by day.

e To specify a schedule for each day of the month, select Monthly by day.
Click the icon on each day to specify the type of backup to perform.

To perform the same type of backup on each day, select the backup type from
the list and click Make All.

Click Next.

The Server Backup Options page appears.

From the Destination Storage Node list, select the storage node with the
devices on which to store the backup data.

From the Destination Pool list, select the media pool in which to store the
backup data.

From the Retention lists, specify the amount of time to retain the backup data.

After the retention period expires, the save set is marked as recyclable during
an expiration server maintenance task.

Specify whether to include the client file indexes in the server backup by
selecting or clearing the Perform CFIl checkbox.

When you clear this option, the action will only backup the bootstrap.

Specify whether to include a bootstrap backup in the server backup by
selecting or clearing the Perform Bootstrap checkbox.

When you clear this option, the action will only backup the client file indexes.
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NOTICE

You must select either the Perform CFI checkbox, the Perform Bootstrap
checkbox, or both checkboxes. Otherwise, the server backup action does not
back up any data.

13. Click Next.
The Specify the Advanced Options page appears.

14. In the Retries field, specify the number of times that NetWorker should retry a
failed probe or backup action, before NetWorker considers the action as failed.
When the Retries value is 0, NetWorker does not retry a failed probe or backup
action.

Note

The Retries option applies to probe actions, and the backup actions for the
Traditional and Snapshot action types. If you specify a value for this option for
other actions, NetWorker ignores the values.

15. In the Retry Delay field, specify a delay in seconds to wait before retrying a
failed probe or backup action. When the Retry Delay value is O, NetWorker
retries the failed probe or backup action immediately.

Note

The Retry Delay option applies to probe actions, and the backup actions for the
Traditional and Snapshot action types. When you specify a value for this option
in other actions, NetWorker ignores the values.

16. In the Inactivity Timeout field, specify the maximum number of minutes that a
job run by an action can try to respond to the server.

If the job does not respond within the specified time, the server considers the
job a failure and NetWorker retries the job immediately to ensures that no time
is lost due to failures.

Increase the timeout value if a backup consistently stops due to inactivity.
Inactivity might occur for backups of large save sets, backups of save sets with
large sparse files, and incremental backups of many small static files.

Note

The Inactivity Timeout option applies to probe actions, and the backup actions
for the Traditional and Snapshot action types. If you specify a value for this
option in other actions, NetWorker ignores the value.

17. In the Parallelism field, specify the maximum number of concurrent operations
for the action. This is applicable if multiple rollover is implemented at an action
level.

For Direct-NDMP backups, set the parallelism value to the number of available
NDMP drives.

If you set the parallelism attribute to a higher value, there will not be enough
drives to support all the queued backup save sets. Large save sets might fail
due to the inactivity timeout limit.
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When NDMP groups back up simultaneously, divide the number of drives by the
number of groups. Use this value for each of the parallelism attributes.

Setting the parallelism value for the group overrides the parallelism value that is
defined for the NDMP clients.

From the Failure Impact list, specify what to do when a job fails:

e To continue the workflow when there are job failures, select Continue.

e To abort the current action if there is a failure with one of the jobs, but
continue with subsequent actions in the workflow, select Abort action.

Note

The Abort action option applies to probe actions, and the backup actions for
the Traditional and Snapshot action types.

e To abort the entire workflow if there is a failure with one of the jobs in the
action, select Abort workflow.

Note

If any of the actions fail in the workflow, the workflow status does not appear
as interrupted or cancelled. NetWorker reports the workflow status as failed.

From the Send Notifications list box, select whether to send notifications for
the action:

¢ To use the notification configuration that is defined in the Policy resource to
send the notification, select Set at policy level.

¢ To send a notification on completion of the action, select On Completion.

e To send a notification only if the action fails to complete, select On Failure.

From the Soft Limit list, select the amount of time after the action starts to
stop the initiation of new activities. The default value of O (zero) indicates no
amount of time.

From the Hard Limit list, select the amount of time after the action starts to
begin terminating activities. The default value of O (zero) indicates no amount
of time.

(Optional) Configure overrides for the task that is scheduled on a specific day.

To specify the month, use the navigation buttons and the month list box. To
specify the year, use the spin boxes. You can set an override in the following
ways:

e Select the day in the calendar, which changes the action task for the
specific day.

e Use the action task list to select the task, and then perform one of the
following steps:

= To define an override that occurs on a specific day of the week, every
week, select Specified day, and then use the lists. Click Add Rules
based override.

= To define an override that occurs on the last day of the calendar month,
select Last day of the month. Click Add Rules based override.
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Note

= You can edit or add the rules in the Override field.

= Toremove an override, delete the entry from the Override field.

23. Click Next.
The Action Configuration Summary page appears.
24. Review the settings that you specified for the action, and then click Configure.
After you finish

(Optional) Create a clone action to automatically clone the bootstrap backup when
the backup completes or create an expire action.

Note

NetWorker only supports one action after the server backup action.

Performing a manual backup of the NetWorker server

Perform the following steps to manually back up the NetWorker server including the
bootstrap and client indexes, from a command prompt.

Procedure
1. To perform a full backup of the backup server, type following command:
nsrpolicy start -p <server protection> -w <server_ backup>
2. To view the status of the policy, type the following command:
nsrpolicy monitor -p <server protection> -w <server_ backup>
3. To obtain the latest bootstrap information, type the following command:
mminfo -B

Keep the latest bootstrap information in a safe place for future reference in a
disaster recovery.

Gathering the key information

To aid in quick disaster recovery, maintain accurate records for each hardware,
software, network, device, and media component.

How to obtain the bootstrap

Use one of the following methods to obtain information about the bootstrap:

e Reviewthepolicy notifications.log fileatnsr/logs/location, orthe
target destination that you configured for the policy resource notification. The
"Server backup Action report" section contains information about the bootstrap
and client file index backups. For example:

-