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Preface

As part of an effort to improve its product lines, EMC periodically releases revisions of
its software and hardware. Therefore, some functions described in this document
might not be supported by all versions of the software or hardware currently in use.
The product release notes provide the most up-to-date information on product
features, software updates, software compatibility guides, and information about EMC
products, licensing, and service.

Contact your EMC technical support professional if a product does not function
properly or does not function as described in this document.

Note

This document was accurate at publication time. Go to EMC Online Support (https://
support.emc.com) to ensure that you are using the latest version of this document.

Purpose

This guide explains how to manage the EMC Data Domain® systems with an emphasis
on procedures using the EMC Data Domain System Manager (DD System Manager), a
browser-based graphical user interface (GUI). If an important administrative task is
not supported in DD System Manager, the Command Line Interface (CLI) commands
are described.

Note

e DD System Manager was formerly known as the Enterprise Manager.

* In some cases, a CLI command may offer more options than those offered by the
corresponding DD System Manager feature. See the EMC Data Domain Operating
System Command Reference Guide for a complete description of a command and its
options.

Audience
This guide is for system administrators who are familiar with standard backup
software packages and general backup administration.

Related documentation
The following Data Domain system documents provide additional information:

¢ Installation and setup guide for your system, for example, EMC Data Domain
DD2500 Storage System, Installation and Setup Guide

e  EMC Data Domain DD9500 /DD9800 Hardware Overview and Installation Guide

e  EMC Data Domain DD6300/DD6800/DD9300 Hardware Overview and Installation
Guide

e  EMC Data Domain Operating System USB Installation Guide

e EMC Data Domain Operating System DVD Installation Guide

e  EMC Data Domain Operating System Release Notes

e  EMC Data Domain Operating System Initial Configuration Guide
e  EMC Data Domain Product Security Guide
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e EMC Data Domain Operating System High Availability White Paper

e  EMC Data Domain Operating System Command Reference Guide

e EMC Data Domain Operating System MIB Quick Reference

e EMC Data Domain Operating System Offline Diagnostics Suite User's Guide

e Hardware overview guide for your system, for example, EMC Data Domain DD4200,
DD4500, and DD7200 Systems, Hardware Overview

e Field replacement guides for your system components, for example, Field
Replacement Guide, Data Domain DD4200, DD4500, and DD7200 Systems, /O Module
and Management Module Replacement or Upgrade

e EMC Data Domain, System Controller Upgrade Guide

e EMC Data Domain Expansion Shelf, Hardware Guide (for shelf model ES20 or ES30/
FS15, or DS60)

e  EMC Data Domain Boost for Partner Integration Administration Guide

e  EMC Data Domain Boost for OpenStorage Administration Guide

e  EMC Data Domain Boost for Oracle Recovery Manager Administration Guide

e Statement of Volatility for the Data Domain DD2500 System

e Statement of Volatility for the Data Domain DD4200, DD4500, or DD7200 System
e Statement of Volatility for the Data Domain DD6300, DD6800, or DD9300 System
e  Statement of Volatility for the Data Domain DD9500 or DD9800 System

If you have the optional RSA Data Protection (DPM) Key Manager, see the latest
version of the RSA Data Protection Manager Server Administrator's Guide, available with
the RSA Key Manager product.

Special notice conventions used in this document
EMC uses the following conventions for special notices:

NOTICE

A notice identifies content that warns of a potential business or data loss.

Note

A note identifies information that is incidental, but not essential, to the topic. Notes
can provide an explanation, a comment, reinforcement of a point in the text, or just a
related point.

Typographical conventions
EMC uses the following type style conventions in this document:

Table 1 Typography
Bold Indicates interface element names, such as names of windows, dialog
boxes, buttons, fields, tab names, key names, and menu paths (what
the user specifically selects or clicks)
[talic Highlights publication titles listed in text
Monospace Indicates system information, such as:

e System code

e System output, such as an error message or script
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Table 1 Typography (continued)

e Pathnames, filenames, prompts, and syntax

e Commands and options

Monospace italic Highlights a variable name that must be replaced with a variable
value

Monospace bold Indicates text for user input

[1] Square brackets enclose optional values

| Vertical bar indicates alternate selections—the bar means “or”

{} Braces enclose content that the user must specify, such as x or y or
z

Ellipses indicate nonessential information omitted from the example

Where to get help
EMC support, product, and licensing information can be obtained as follows:

Product information

For documentation, release notes, software updates, or information about EMC
products, go to EMC Online Support at https://support.emc.com.

Technical support

Go to EMC Online Support and click Service Center. You will see several options
for contacting EMC Technical Support. Note that to open a service request, you
must have a valid support agreement. Contact your EMC sales representative for
details about obtaining a valid support agreement or with questions about your
account.

Your comments

Your suggestions will help us continue to improve the accuracy, organization, and
overall quality of the user publications. Send your opinions of this document to:
DPAD.Doc.Feedback@emc.com.
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EMC Data Domain System Features and
Integration

This chapter includes:

EMC Data Domain System Features and Integration

ReVISION NiSTOIY ...ciuuiiii i e e e eeees
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Revision history

The revision history lists the major changes to this document to support DD OS
Release 6.0.

Table 2 Document revision history

Revision | Date Description

06 (6.0.2) | February 2019 This revision includes corrections to the steam counts
for DD2200 systems with 8 GB of memory.

05 (6.0.2) | February 2018 This revision includes information about these topics:

e  Automatic multi-Streaming (AMS) for MTree
replication

e The crepl-gc-gw-optim option to improve
throughput for collection replication

e File system cleaning with collection replication

e Clarifications regarding replication support with high
availability (HA)

e Clarifications regarding the use of collection
replication with SMT for disaster recovery

04 (6.0.1) | April 2017 This revision includes updates to the following features:
e DD Cloud Tier
e DD Extended Retention

e Metadata on Flash (MDoF)

03 (6.0.1) [February 2017 This revision includes information about these new
features:

e Amazon Web Services (AWS) Signature Version 4
request signing support for DD Cloud Tier

e  Support for new AWS regions (The China region is
not supported.)

e Enhancements to DD Cloud Tier resiliency

e DD System Manager enhancements, including
support for DD Cloud Tier file recall

02 (6.0) October 2016 This revision includes information about these new
features:

o Four new hardware models: DD6300, DD6800,
DD9300, and DD9800

e Metadata on Flash (MDoF)
e |nstant access-instant restore

e Azure support for Data Domain Cloud Tier

01(6.0) September 2016 This revision includes information about these new
features:
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Table 2 Document revision history (continued)

Revision | Date Description

e Data Domain Cloud Tier

e Minimally disruptive upgrade
e RPM signature verification

e Replication context scaling

e Directory-to-MTree replication migration

EMC Data Domain system overview

EMC Data Domain systems are disk-based inline deduplication appliances that provide
data protection and disaster recovery (DR) in the enterprise environment.

All systems run the EMC Data Domain Operating System (DD OS), which provides
both a command-line interface (CLI) for performing all system operations, and the
EMC Data Domain System Manager (DD System Manager) graphical user interface
(GUI) for configuration, management, and monitoring.

Note

DD System Manager was formerly known as the Enterprise Manager.

Systems consist of appliances that vary in storage capacity and data throughput.
Systems are typically configured with expansion enclosures that add storage space.

EMC Data Domain system features

Data integrity

Data Domain system features ensure data integrity, reliable restoration, efficient
resource usage, and ease of management. Licensed features allow you to scale the
system feature set to match your needs and budget.

The DD OS Data Invulnerability Architecture™ protects against data loss from
hardware and software failures.

e When writing to disk, the DD OS creates and stores checksums and self-
describing metadata for all data received. After writing the data to disk, the DD OS
then recomputes and verifies the checksums and metadata.

¢ An append-only write policy guards against overwriting valid data.

e After a backup completes, a validation process examines what was written to disk
and verifies that all file segments are logically correct within the file system and
that the data is identical before and after writing to disk.

¢ In the background, the online verify operation continuously checks that data on
the disks is correct and unchanged since the earlier validation process.

e Storage in most Data Domain systems is set up in a double parity RAID 6
configuration (two parity drives). Additionally, most configurations include a hot
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Data deduplication

Restore operations

spare in each enclosure, except the DD1xx series systems, which use eight disks.
Each parity stripe uses block checksums to ensure that data is correct.
Checksums are constantly used during the online verify operation and while data is
read from the Data Domain system. With double parity, the system can fix
simultaneous errors on as many as two disks.

e To keep data synchronized during a hardware or power failure, the Data Domain
system uses NVRAM (non-volatile RAM) to track outstanding I/0 operations. An
NVRAM card with fully charged batteries (the typical state) can retain data for a
period of hours, which is determined by the hardware in use.

¢ When reading data back on a restore operation, the DD OS uses multiple layers of
consistency checks to verify that restored data is correct.

¢ When writing to SSD cache, the DD OS:

m  Creates an SL checksum for every record stored in the cache to detect
corruption to cache data. This checksum is validated for every cache read.

= Treats corruption to cache data as a cache miss and does not result in data
loss. Therefore cache clients cannot store the latest copy of the data without
some other backup mechanism such as NVRAM or HDD.

= Removes the need for inline verification of cache writes, as cache clients can
detect and handle misdirected or lost writes. This also saves 1/0 bandwidth.

= Removes the need for SSD scrubbing of the the file system is, as the data in
the cache keeps changing frequently and is already scrubbed by SAS
Background Media Scan (BMS).

DD OS data deduplication identifies redundant data during each backup and stores
unique data just once.

The storage of unique data is invisible to backup software and independent of data
format. Data can be structured, such as databases, or unstructured, such as text files.
Data can derive from file systems or from raw volumes.

Typical deduplication ratios are 20-to-1, on average, over many weeks. This ratio
assumes there are weekly full backups and daily incremental backups. A backup that
includes many duplicate or similar files (files copied several times with minor changes)
benefits the most from deduplication.

Depending on backup volume, size, retention period, and rate of change, the amount
of deduplication can vary. The best deduplication happens with backup volume sizes
of at least 10 MiB (MiB is the base 2 equivalent of MB).

To take full advantage of multiple Data Domain systems, a site with more than one
Data Domain system must consistently backup the same client system or set of data
to the same Data Domain system. For example, if a full back up of all sales data goes
to Data Domain system A, maximum deduplication is achieved when the incremental
backups and future full backups for sales data also go to Data Domain system A.

File restore operations create little or no contention with backup or other restore
operations.

When backing up to disks on a Data Domain system, incremental backups are always
reliable and can be easily accessed. With tape backups, a restore operation may rely
on multiple tapes holding incremental backups. Also, the more incremental backups a
site stores on multiple tapes, the more time-consuming and risky the restore process.
One bad tape can kill the restore.
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Using a Data Domain system, you can perform full backups more frequently without
the penalty of storing redundant data. Unlike tape drive backups, multiple processes
can access a Data Domain system simultaneously. A Data Domain system allows your
site to offer safe, user-driven, single-file restore operations.

EMC Data Domain Replicator

Multipath and load

High Availability

The EMC Data Domain Replicator sets up and manages the replication of backup data
between two Data Domain systems.

A DD Replicator pair consists of a source and a destination system and replicates a
complete data set or directory from the source system to the destination system. An
individual Data Domain system can be a part of multiple replication pairs and can serve
as a source for one or more pairs and a destination for one or more pairs. After
replication is started, the source system automatically sends any new backup data to
the destination system.

balancing

In a Fibre Channel multipath configuration, multiple paths are established between a
Data Domain system and a backup server or backup destination array. When multiple
paths are present, the system automatically balances the backup load between the
available paths.

At least two HBA ports are required to create a multipath configuration. When
connected to a backup server, each of the HBA ports on the multipath is connected to
a separate port on the backup server.

The High Availability (HA) feature lets you configure two Data Domain systems as an
Active-Standby pair, providing redundancy in the event of a system failure. HA keeps
the active and standby systems in sync, so that if the active node were to fail due to
hardware or software issues, the standby node can take over services and continue
where the failing node left off.

The HA feature:

e Supports failover of backup, restore, replication and management services in a
two-node system. Automatic failover requires no user intervention.

¢ Provides a fully redundant design with no single point of failure within the system
when configured as recommended.

¢ Provides an Active-Standby system with no loss of performance on failover.

¢ Provides failover within 10 minutes for most operations. CIFS, DD VTL, and NDMP
must be restarted manually.

Note

Recovery of DD Boost applications may take longer than 10 minutes, because
Boost application recovery cannot begin until the DD server failover is complete. In
addition, Boost application recovery cannot start until the application invokes the
Boost library. Similarly, NFS may require additional time to recover.

e Supports ease of management and configuration through DD OS ClLls.

e Provides alerts for malfunctioning hardware.

¢ Preserves single-node performance and scalability within an HA configuration in
both normal and degraded mode.
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Supports the same feature set as stand-alone DD systems.

Note

DD Extended Retention and vDisk are not supported.

Supports systems with all SAS drives. This includes legacy systems upgraded to
systems with all SAS drives.

Note

The Hardware Overview and Installation Guides for the Data Domain systems that
support HA describes how to install a new HA system. The Data Domain Single
Node to HA Upgrade describes how to upgrade an existing system to an HA pair.

Does not impact the ability to scale the product.

Supports nondisruptive software updates.

HA is supported on the following Data Domain systems:

HA architecture

24

DD6800
DD9300
DD9500
DD9800

HA functionality is available for both IP and FC connections. Both nodes must have
access to the same IP networks, FC SANs, and hosts in order to achieve high
availability for the environment.

Over IP networks, HA uses a floating IP address to provide data access to the Data
Domain HA pair regardless of which physical node is the active node.

Over FC SANs, HA uses NPIV to move the FC WWNSs between nodes, allowing the FC
initiators to re-establish connections after a failover.

Figure 1 on page 25 shows the HA architecture.
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Figure 1 HA architecture
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Random 170 handling

The random 1/0 optimizations included in DD OS provide improved performance for
applications and use cases that generate larger amounts of random read and write
operations than sequential read and write operations.

DD OS is optimized to handle workloads that consists of random read and write
operations, such as virtual machine instant access and instant restore, and
incremental forever backups generated by applications such as Avamar. These
optimizations:

e Improve random read and random write latencies.
e Improve user IOPS with smaller read sizes.
e Support concurrent 1/0 operations within a single stream.

e Provide peak read and write throughput with smaller streams.

Note

The maximum random /O stream count is limited to the maximum restore stream
count of a Data Domain system.

The random 1/0 enhancements allow the Data Domain system to support instant
access/instant restore functionality for backup applications such as Avamar and
Networker.
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System administrator access

System administrators can access the system for configuration and management
using a command line interface or a graphical user interface.

e DD OS CLI—A command-line interface that is available through a serial console or
through Ethernet connections using SSH or Telnet. CLI commands enable initial
system configuration, changes to individual system settings, and display of system

operation status.

e DD System Manager—A browser-based graphical user interface that is available
through Ethernet connections. Use DD System Manager to perform initial system
configuration, make configuration changes after initial configuration, display
system and component status, and generate reports and charts.

Note

Some systems support access using a keyboard and monitor attached directly to the

system.

Licensed features

Feature licenses allow you to purchase only those features you intend to use. Some
examples of features that require licenses are DD Extended Retention, DD Boost, and
storage capacity increases.

Consult with your EMC representative for information on purchasing licensed

features.

Table 3 Features requiring licenses

Feature Name

License Name
in Software

Description

EMC Data Domain
ArchiveStore

EMC Data Domain
Boost

EMC Data Domain

Capacity on Demand

EMC Data Domain
Cloud Tier

EMC Data Domain
Encryption

ARCHIVESTORE

DDBOOST

CONTROLLER-
CoD

CLOUDTIER-
CAPACITY

ENCRYPTION

Licenses Data Domain systems for archive use,
such as file and email archiving, file tiering, and
content and database archiving.

Enables the use of a Data Domain system with
the following applications: EMC Avamar, EMC
NetWorker, Oracle RMAN, Quest vRanger,
Symantec Veritas NetBackup (NBU), and Backup
Exec. The managed file replication (MFR) feature
of DD Boost also requires the DD Replicator
license.

Enables an on-demand capacity increase for 4 TB
DD2200 systems to 7.5 TB or 13.18 TB. An
increase to 13.18 TB also requires the
EXPANDED-STORAGE license.

Enables a Data Domain system to move data from
the active tier to low-cost, high-capacity object
storage in the public, private, or hybrid cloud for
long-term retention.

Allows data on system drives or external storage
to be encrypted while being saved and locked
when moving the system to another location.
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Table 3 Features requiring licenses (continued)

Feature Name

License Name

in Software

Description

EMC Data Domain
Expansion Storage

EMC Data Domain
Extended Retention
(formerly DD
Archiver)

EMC Data Domain
1708 (for IBM i
operating
environments)

EMC Data Domain
Replicator

EMC Data Domain
Retention Lock
Compliance Edition

EMC Data Domain
Retention Lock
Governance Edition

EMC Data Domain
Shelf Capacity-Active
Tier

EMC Data Domain
Shelf Capacity-
Archive Tier

EMC Data Domain
Storage Migration

EMC Data Domain
Virtual Tape Library
(DD VTL)

EMC High Availability

EXPANDED-
STORAGE

EXTENDED-
RETENTION

I70S

REPLICATION

RETENTION-
LOCK-
COMPLIANCE

RETENTION-
LOCK-
GOVERNANCE

CAPACITY-
ACTIVE

CAPACITY-
ARCHIVE

STORAGE-

MIGRATION-FOR-

DATADOMAIN-
SYSTEMS

VTL

HA-ACTIVE-
PASSIVE

Allows Data Domain system storage to be
expanded beyond the level provided in the base
system.

Licenses the DD Extended Retention storage
feature.

An 1/0S license is required when DD VTL is used
to backup systems in the IBM i operating
environment. Apply this license before adding
virtual tape drives to libraries.

Adds DD Replicator for replication of data from
one Data Domain system to another. A license is
required on each system.

Meets the strictest data retention requirements
from regulatory standards such as SEC17a-4.

Protects selected files from modification and
deletion before a specified retention period
expires.

Enables a Data Domain system to expand the
active tier storage capacity to an additional
enclosure or a disk pack within an enclosure.

Enables a Data Domain system to expand the
archive tier storage capacity to an additional
enclosure or a disk pack within an enclosure.

Enables migration of data from one enclosure to
another to support replacement of older, lower-
capacity enclosures.

Enables the use of a Data Domain system as a
virtual tape library over a Fibre Channel network.
This license also enables the NDMP Tape Server
feature, which previously required a separate
license.

Enables the High Availability feature in an Active-
Standby configuration. You only need to purchase
one HA license; the license runs on the active
node and is mirrored to the standby node.
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Storage environment integration

EMC Data Domain systems integrate easily into existing data centers.

e All Data Domain systems can be configured as storage destinations for leading
backup and archiving applications using NFS, CIFS, DD Boost, or DD VTL
protocols.

e Search for compatibility documents at https://support.emc.com for information
on the applications that work with the different configurations.

e Multiple backup servers can share one Data Domain system.

¢ One Data Domain system can handle multiple simultaneous backup and restore
operations.

e Multiple Data Domain systems can be connected to one or more backup servers.

For use as a backup destination, a Data Domain system can be configured either as a
disk storage unit with a file system that is accessed through an Ethernet connection or
as a virtual tape library that is accessed through a Fibre Channel connection. The DD
VTL feature enables Data Domain systems to be integrated into environments where
backup software is already configured for tape backups, minimizing disruption.

Configuration is performed both in the DD OS, as described in the relevant sections of
this guide, and in the backup application, as described in the backup application’s
administrator guides and in Data Domain application-related guides and tech notes.

e All backup applications can access a Data Domain system as either an NFS or a
CIFS file system on the Data Domain disk device.

¢ The following applications work with a Data Domain system using the DD Boost
interface: EMC Avamar, EMC NetWorker, Oracle RMAN, Quest vRanger,
Symantec Veritas NetBackup (NBU), and Backup Exec.

The following figure shows a Data Domain system integrated into an existing basic
backup configuration.
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Figure 2 Data Domain system integrated into a storage environment

1. Primary storage

2. Ethernet

3. Backup server

4. SCSI/Fibre Channel

5. Gigabit Ethernet or Fibre Channel
6. Tape system

7. Data Domain system

8. Management

9. NFS/CIFS/DD VTL/DD Boost

10. Data Verification

11. File system

12. Global deduplication and compression
13. RAID

As shown in Figure 2 on page 29, data flows to a Data Domain system through an
Ethernet or Fibre Channel connection. Immediately, the data verification processes
begin and are continued while the data resides on the Data Domain system. In the file
system, the DD OS Global Compression™ algorithms dedupe and compress the data
for storage. Data is then sent to the disk RAID subsystem. When a restore operation is
required, data is retrieved from Data Domain storage, decompressed, verified for
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consistency, and transferred via Ethernet to the backup servers using Ethernet (for
NFS, CIFS, DD Boost), or using Fiber Channel (for DD VTL and DD Boost).

The DD OS accommodates relatively large streams of sequential data from backup
software and is optimized for high throughput, continuous data verification, and high
compression. It also accommodates the large numbers of smaller files in nearline
storage (DD ArchiveStore).

Data Domain system performance is best when storing data from applications that are
not specifically backup software under the following circumstances.

e Data is sent to the Data Domain system as sequential writes (no overwrites).

e Data is neither compressed nor encrypted before being sent to the Data Domain
system.
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DD System Manager overview

DD System Manager is a browser-based graphical user interface, available through
Ethernet connections, for managing a single system from any location. DD System
Manager provides a single, consolidated management interface that allows for
configuration and monitoring of many system features and system settings.

Note

Data Domain Management Center allows you to manage multiple systems from a
single browser window.

DD System Manager provides real-time graphs and tables that allow you to monitor
the status of system hardware components and configured features.

Additionally, a command set that performs all system functions is available to users at
the command-line interface (CLI). Commands configure system settings and provide
displays of system hardware status, feature configuration, and operation.

The command-line interface is available through a serial console or through an
Ethernet connection using SSH or Telnet.

Note

Some systems support access using a keyboard and monitor attached directly to the
system.

Logging in and out of DD System Manager

Use a browser to log in to DD System Manager.
Procedure

1. Open a web browser and enter the IP address or hostname to connect to DD
System Manager. It must be:

¢ A fully qualified domain name (for example, http://dd01.emc.com)
e Ahostname (http://dd01)
e AnI|P address (http://10.5.50.5)

Note

DD System Manager uses HTTP port 80 and HTTPS port 443. If your Data
Domain system is behind a firewall, you may need to enable port 80 if using
HTTP, or port 443 if using HTTPS to reach the system. The port numbers can
be easily changed if security requirements dictate.

2. For HTTPS secure login, click Secure Login.

Secure login with HTTPS requires a digital certificate to validate the identity of
the DD OS system and to support bidirectional encryption between DD System
Manager and a browser. DD OS includes a self-signed certificate, and DD OS
allows you to import your own certificate.

The default settings of most browsers do not automatically accept a self-signed
certificate. This does not prevent you from using the self-signed certificate; it
just means that you must respond to a warning message each time you perform
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a secure log in, or you must install the certificate in your browser. For
instructions on how to install the certificate in your browser, see your browser
documentation.

3. Enter your assigned username and password.

Note

The initial username is sysadmin and the initial password is the system serial
number. For information on setting up a new system, see the EMC Data Domain
Operating System Initial Configuration Guide.

4. Click Log In.

If this is the first time you have logged in, the Home view appears in the
Information panel.

Note

If you enter an incorrect password 4 consecutive times, the system locks out
the specified username for 120 seconds. The login count and lockout period are
configurable and might be different on your system.

Note

If this is the first time you are logging in, you might be required to change your
password. If the system administrator has configured your username to require
a password change, you must change the password before gaining access to DD
System Manager.

5. Tolog out, click the log out button in the DD System Manager banner.

When you log out, the system displays the log in page with a message that your
log out is complete.

The DD System Manager interface

The DD System Manager interface provides common elements on most pages that
enable you to navigate through the configuration and display options and display
context sensitive help.
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Page elements

The primary page elements are the banner, the navigation panel, the information
panels, and footer.

Figure 3 DD System Manager page components
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1. Banner

2. Navigation panel
3. Information panels
4. Footer

Banner

The DD System Manager banner displays the program name and buttons for Refresh,
Log Out, and Help.

Navigation panel
The Navigation panel displays the highest level menu selections that you can use to
identify the system component or task that you want to manage.

The Navigation panel displays the top two levels of the navigation system. Click any
top level title to display the second level titles. Tabs and menus in the Information
panel provide additional navigation controls.
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Footer

Getting Started

The Information panel displays information and controls related to the selected item in
the Navigation panel. The information panel is where you find system status
information and configure a system.

Depending on the feature or task selected in the Navigation panel, the Information
panel may display a tab bar, topic areas, table view controls, and the More Tasks
menu.

Tab bar
Tabs provide access to different aspects of the topic selected in the Navigation panel.

Topic areas

Topic areas divide the Information panel into sections that represent different aspects
of the topic selected in the Navigation panel or parent tab.

For high-availability (HA) systems, the HA Readiness tab on the System Manager
dashboard indicates whether the HA system is ready to fail over from the active node
to the standby node. You can click on HA Readiness to navigate to the High
Availability section under HEALTH.

Working with table view options
Many of the views with tables of items contain controls for filtering, navigating, and
sorting the information in the table.

How to use common table controls:

¢ Click the diamond icon in a column heading to reverse the sort order of items in
the column.

e Click the < and > arrows at the bottom right of the view to move forward or
backward through the pages. To skip to the beginning of a sequence of pages,
click |<. To skip to the end, click >|.

e Use the scroll bar to view all items in a table.
e Enter text in the Filter By box to search for or prioritize the listing of those items.
e Click Update to refresh the list.

¢ Click Reset to return to the default listing.

More Tasks menu

Some pages provide a More Tasks menu at the top right of the view that contains
commands related to the current view.

The DD System Manager footer displays important information about the management
session.

The banner lists the following information.
e System hostname.

e DD OS version

e Selected system model number.

e User name and role for the current logged in user.
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Help buttons

Help buttons display a ? and appear in the banner, in the title of many areas of the
Information panel, and in many dialogs. Click the help button to display a help window
related to the current feature you are using.

The help window provides a contents button and navigation button above the help.
Click the contents button to display the guide contents and a search button that you
can use to search the help. Use the directional arrow buttons to page through the help
topics in sequential order.

End User License Agreement

To view the End User License Agreement (EULA), select Maintenance > System >
View EULA.

Configuring the system with the configuration wizard

There are two wizards, a DD System Manager configuration wizard and a Command
Line Interface (CLI) configuration wizard. The configuration wizards guide you
through a simplified configuration of your system to get your system operating
quickly.

After you complete the basic configuration with a wizard, you can use additional
configuration controls in DD System Manager and the CLI to further configure your
system.

Note

The following procedure describes how to start and run the DD System Manager
configuration wizard after the initial configuration of your system. For instructions on
running the configuration wizards at system startup, see the EMC Data Domain
Operating System Initial Configuration Guide.

Note

If you want to configure your system for high availability (HA), you must perform this
operation using the CLI Configuration Wizard. For more information, see the EMC Data
Domain DD9500/DD9800 Hardware Overview and Installation Guide and the EMC Data
Domain Operating System Initial Configuration Guide.

Procedure

Select Maintenance > System > Configure System.

2. Use the controls at the bottom of the Configuration Wizard dialog to select
which features you want to configure and to advance through the wizard. To
display help for a feature, click the help icon (question mark) in the lower left
corner of the dialog.

License page

The License page displays all installed licenses. Click Yes to add a license or click No
to skip license installation.
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Add License Key page

The Add License Key page accepts a single license per line. Press Enter after you
enter each license key, and click Add when you are done.

Data Domain Operating System 6.0 supports ELMS licensing, which allows you to
include multiple features in a single file upload.

You can use only one method for each system.

Network General page

The General page allows you to configure network settings that define how the
system participates in an IP network.

To configure these network settings outside of the configuration wizard, select
Hardware > Ethernet.

Table 4 General page settings

Item Description

Obtain Settings using DHCP Select this option to specify that the system collect network
settings from a Dynamic Host Control Protocol (DHCP)
server. When you configure the network interfaces, at least
one of the interfaces must be configured to use DHCP.

Manually Configure Select this option to use the network settings defined in the
Settings area of this page.

Host Name Specifies the network hostname for this system.

Note

If you choose to obtain the network settings through DHCP,
you can manually configure the hostname at Hardware >
Ethernet > Settings or with the net set hostname
command. You must manually configure the host name when
using DHCP over IPv6.

Domain Name Specifies the network domain to which this system belongs.

Default IPv4 Gateway Specifies the IPv4 address of the gateway to which the
system will forward network requests when there is no route
entry for the destination system.

Default IPv6 Gateway Specifies the IPv6 address of the gateway to which the
system will forward network requests when there is no route
entry for the destination system.

Network Interfaces page

The Interfaces page allows you to configure network settings that define how each
interface participates in an IP network.

To Configure these network settings outside of the configuration wizard, select
Hardware > Ethernet > Interfaces.
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Table 5 Interfaces page settings

Item

Description

Interface

Enabled

DHCP

IP Address

Netmask

Link

Lists the interfaces available on your system.

Shows whether each interface is enabled (checkbox
selected) or disabled (not selected). Click the checkbox to
toggle the interface between the enabled and disabled states.

Shows the current Dynamic Host Control Protocol (DHCP)
configuration for each interface. Select v4 for IPv4 DHCP
connections, V6 for IPv6 connections, or no to disable
DHCP.

Specifies an IPv4 or IPv6 address for this system. To
configure the IP address, you must set DHCP to No.

Note

DD140, DD160, DD610, DD620, and DD630 systems do not
support IPv6 on interface ethOa (ethO on systems that use
legacy port names) or on any VLANSs created on that
interface.

Specifies the network mask for this system. To configure the
network mask, you must set DHCP to No.

Displays whether the Ethernet link is active (Yes) or not (No).

Network DNS page

The DNS page allows you to configure how the system obtains IP addresses for DNS
servers in a Domain Name System (DNS).

To Configure these network settings outside of the configuration wizard, select
Hardware > Ethernet > Settings.

Table 6 DNS page settings

Item

Description

Obtain DNS using DHCP.

Manually configure DNS list.

Add (+) button

Delete (X) button

Select this option to specify that the system collect DNS IP
addresses from a Dynamic Host Control Protocol (DHCP)
server. When you configure the network interfaces, at least
one of the interfaces must be configured to use DHCP.

Select this option when you want to manually enter DNS
server |P addresses.

Click this button to display a dialog in which you can add a
DNS IP address to the DNS IP Address list. You must select
Manually configure DNS list before you can add or
delete DNS IP addresses.

Click this button to delete a DNS IP address from the DNS IP
Address list. You must select the IP address to delete before
this button is enabled. You must also select Manually
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Table 6 DNS page settings (continued)

Item

Description

IP Address Checkboxes

configure DNS list before you can add or delete DNS IP
addresses.

Select a checkbox for a DNS IP address that you want to
delete. Select the DNS IP Address checkbox when you want
to delete all IP addresses. You must select Manually
configure DNS list before you can add or delete DNS IP
addresses.

Configure storage tier pages

Add storage to each licensed storage tier on the system, Active, Archive, Cloud, and
Cache. Each tier has a separate wizard page. The storage tier configuration pages
cannot be accessed if the file system is already created.

Table 7 Addable Storage

Item

Description

ID (Device in DD VE)

Disks

Model

Disk Count

Disk Size (Size in DD VE)

License Needed

Failed Disks

Type

The disk identifier, which can be any of the following.

e The enclosure and disk number (in the form Enclosure
Slot, or Enclosure Pack for DS60 shelves)

e A device number for a logical device such as those used by
DD VTL and vDisk

e ALUN

The disks that comprise the disk pack or LUN. This does not
apply to DD VE instances.

The type of disk shelf. This does not apply to DD VE instances.

The number of disks in the disk pack or LUN. This does not
apply to DD VE instances.

The data storage capacity of the disk when used in a Data
Domain system.®

The licensed capacity required to add the storage to the tier.

Failed disks in the disk pack or LUN. This does not apply to DD
VE instances.

SCSI. This only applies to DD VE instances.

a. The Data Domain convention for computing disk space defines one gibibyte as 230 bytes,
giving a different disk capacity than the manufacturer’s rating.

Table 8 Tier values

Item

Description

ID (Device in DD VE)

The disk identifier, which can be any of the following.
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Table 8 Tier values (continued)

Item

Description

Disks

Model

Disk Count

Disk Size (Size in DD VE)

License Used

Failed Disks

Configured

Type

e  The enclosure and disk number (in the form Enclosure
Slot, or Enclosure Pack for DS60 shelves). This does not
apply to DD VE instances.

e A device number for a logical device such as those used by
DD VTL and vDisk

e ALUN

The disks that comprise the disk pack or LUN. This does not
apply to DD VE instances.

The type of disk shelf. This does not apply to DD VE instances.

The number of disks in the disk pack or LUN. This does not
apply to DD VE instances.

The data storage capacity of the disk when used in a Data
Domain system.®

The licensed capacity consumed by the storage.

Failed disks in the disk pack or LUN. This does not apply to DD
VE instances.

New or existing storage. This does not apply to DD VE
instances.

SCSI. This only applies to DD VE instances.

a. The Data Domain convention for computing disk space defines one gibibyte as 230 bytes,
giving a different disk capacity than the manufacturer’s rating.

Create File System page

The Create File System page displays the allowed size of each storage tier in the file
system, and allows you to automatically enable the file system after it is created.

System Settings Administrator page

40

The Administrator page allows you to configure the administrator password and how
the system communicates with the administrator.

Table 9 Administrator page settings

Item

Description

User Name

Old Password
New Password
Verify New Password

Admin Email

The default administrator name is sysadmin. The sysadmin
user cannot be renamed or deleted.

Type the old password for sysadmin.
Type the new password for sysadmin.
Retype the new password for sysadmin.

Specify the email address to which DD System Manager
sends alert and autosupport email messages.
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Table 9 Administrator page settings (continued)

Item

Description

Send Alert Notification Emails
to this address

Send Daily Alert Summary
Emails to this address

Send Autosupport Emails to
this address

Check to configure DD System Manager to send alert
notifications to the Admin email address as alert events
occur.

Check to configure DD System Manager to send alert
summaries to the Admin email address at the end of each day.

Check to configure DD System Manager to send the Admin
user autosupport emails, which are daily reports that
document system activity and status.

System Settings Email/Location page

The Email/Location page allows you to configure the mail server name, control what
system information is sent to Data Domain, and specify a location name to identify

your system.

Table 10 Email/Location page settings

Item

Description

Mail Server

Send Alert Notification Emails
to Data Domain

Send Vendor Support
Notification Emails to Data
Domain

Location

Specify the name of the mail server that manages emails to
and from the system.

Check to configure DD System Manager to send alert
notification emails to Data Domain.

Check to configure DD System Manager to send vendor
support notification emails to Data Domain.

Use this optional attribute as needed to record the location of
your system. If you specify a location, this information is
stored as the SNMP system location.

DD Boost Protocol Storage Unit page

The Storage Unit page allows you to configure DD Boost storage units.

To configure these settings outside of the configuration wizard, select Protocols >
DD Boost > Storage Units > + (plus sign) to add a storage unit, the pencil to
modify a storage unit, or X to delete a storage unit.

Table 11 Storage Unit page settings

Item

Description

Storage Unit

User

The name of your DD Boost Storage Unit. You may optionally
change this name.

For the default DD Boost user, either select an existing user,
or select Create a new Local User, and enter their User name,
Password, and Management Role. This role can be one of the
following:
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Table 11 Storage Unit page settings (continued)

Item Description

e Admin role: Lets you configure and monitor the entire
Data Domain system.

o User role. Lets you monitor Data Domain systems and
change your own password.

e Security role: In addition to user role privileges, lets you
set up security-officer configurations and manage other
security-officer operators.

e  Backup-operator role: In addition to user role privileges,
lets you create snapshots, import and export tapes to, or
move tapes within a DD VTL.

e None role: Intended only for EMC DD Boost
authentication, so you cannot monitor or configure a Data
Domain system. None is also the parent role for the SMT
tenant-admin and tenant-user roles. None is also the
preferred user type for DD Boost storage owners.
Creating a new local user here only allows that user to
have the "none" role.

DD Boost Protocol Fibre Channel page

42

The Fibre Channel page allows you to configure DD Boost Access Groups over Fibre
Channel.

To configure these settings outside of the configuration wizard, select Protocols >
DD Boost > Fibre Channel > + (plus sign) to add an access group, the pencil to
modify an access group, or X to delete an access group.

Table 12 Fibre Channel page settings

Item Description

Configure DD Boost over Fibre Select the checkbox if you want to configure DD Boost over
Channel Fibre Channel.

Group Name (1-128 Chars) Create an Access Group. Enter a unique name. Duplicate
access groups are not supported.

Initiators Select one or more initiators. Optionally, replace the initiator
name by entering a new one. An initiator is a backup client
that connects to the system to read and write data using the
FC (Fibre Channel) protocol. A specific initiator can support
DD Boost over FC or DD VTL, but not both.

Devices The devices to be used are listed. They are available on all
endpoints. An endpoint is the logical target on the Data
Domain system to which the initiator connects.
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CIFS Protocol Authentication page

The Authentication page enables you to configure Active Directory and Workgroup for
your system.

To configure these settings outside of the configuration wizard, select
Administration > Access > Authentication.

Table 13 Authentication page settings

Item Description

Active Directory/Kerberos Expand this panel to enable, disable, and configure Active
Authentication Directory Kerberos authentication.

Workgroup Authentication Expand this panel to configure Workgroup authentication.

CIFS Protocol Share page

The Share page enables you to configure a CIFS protocol share name and a directory
path for your system.

To configure these settings outside of the configuration wizard, select Protocols >
CIFS > Shares > Create.

Table 14 Share page settings

Item Description

Share Name Enter a share name for the system.
Directory Path Enter a directory path for the system.
Add (+) button Click + to enter a system client.
Pencil icon Modify a client.

Delete (X) button Click X to delete a selected client.

NFS Protocol Export page

The Export page enables you to configure an NFS protocol export directory path and
network clients.

To configure these settings outside of the configuration wizard, select Protocols >
NFS > Create.

Table 15 Export page settings

Item Description

Directory Path Enter a pathname for the export.
Add (+) button Click + to enter a system client.
Pencil icon Modify a client.

Delete (X) button Click X to delete a selected client.
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VTL Protocol Library page

44

The Library page allows you to configure the DD VTL protocol settings for a library.

To configure these settings outside of the configuration wizard, select
PROTOCOLS > VTL > Virtual Tape Libraries > VTL Service > Libraries > More
Tasks > Library > Create

Table 16 Library page settings

Item

Description

Library Name
Number of Drives

Drive Model

Number of Slots

Number of CAPs

Changer Model Name

Starting Barcode

Tape Capacity

Enter a name of from 1 to 32 alphanumeric characters.
Number of supported tape drives.

Select the desired model from the drop-down list:

e IBM-LTO-1
e IBM-LTO-2

e IBM-LTO-3

e IBM-LTO-4

e IBM-LTO-5 (default)
e HP-LTO-3

e HP-LTO-4

Enter the number of slots per library:
e Upto 32,000 slots per library
e Up to 64,000 slots per system

e This should be equal to, or greater than, the number of drives.
(Optional) Enter the number of cartridge access ports (CAPs):

e Up to 100 CAPs per library

e Up to 1000 CAPs per system

Select the desired model from the drop-down list:

e L180 (default)
e RESTORER-L180

e TS3500
e 12000

e 16000

e DDVTL

Enter the desired barcode for the first tape, in the format
A990000LA.

(Optional) Enter the tape capacity. If not specified, the capacity is
derived from the last character of the barcode.
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VTL Protocol Access Group page

The Access Group page allows you to configure DD VTL protocol settings for an
access group.

To configure these settings outside of the configuration wizard, select PROTOCOLS
>VTL > Access Groups > Groups > More Tasks > Group > Create.

Table 17 Access Group page settings

Item Description

Group Name Enter a unique name of from 1 - 128 characters. Duplicate access groups
are not supported.

Initiators Select one or more initiators. Optionally, replace the initiator name by
entering a new one. An initiator is a backup client that connects to a
system to read and write data using the Fibre Channel (FC) protocol. A
specific initiator can support EMC DD Boost over FC or DD VTL, but not
both.

Devices The devices (drives and changer) to be used are listed. These are
available on all endpoints. An endpoint is the logical target on the Data
Domain system to which the initiator connects.

Data Domain Command Line Interface

The Command Line Interface (CLI) is a text driven interface that can be used instead
of or in addition to DD System Manager. Most management tasks can be performed in
DD System Manager or with the CLI. In some cases, the CLI offers configuration
options and reports that are not yet supported in DD System Manager.

Any Data Domain system command that accepts a list, such as a list of IP addresses,
accepts entries separated by commas, by spaces, or both.

The Tab key can be used to do the following.

e Complete a command entry when that entry is unique. Tab completion is
supported for all keywords. For example, entering syst Tab shTab st Tab
displays the command system show stats.

e Show the next available option, if you do not enter any characters before pressing
the Tab key.

e Show partial matched tokens or complete a unique entry, if you enter characters
before pressing the Tab key.

The EMC Data Domain Operating System Command Reference Guide provides
information for each of the CLI commands. Online help is available and provides the
complete syntax for each command.

Logging into the CLI

You can access the CLI using a direct connection to the system or using an Ethernet
connection through SSH or Telenet.

Before you begin
To use the CLI, you must establish a local or remote connection to the system using
one of the following methods.
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¢ If you are connecting through a serial console port on the system, connect a
terminal console to the port and use the communication settings: 9600 baud, 8
data bits, no parity, and 1 stop bit.

e If the system provides keyboard and monitor ports, connect a keyboard and
monitor to those ports.

e If you are connecting through Ethernet, connect a computer with SSH or Telnet
client software to an Ethernet network that can communicate with the system.

Procedure

1. If you are using an SSH or Telnet connection to access the CLI, start the SSH
or Telnet client and specify the IP address or host name of the system.

For information on initiating the connection, see the documentation for the
client software. The system prompts you for your username.

When prompted, enter your system username.

When prompted, enter your system password.

The following example shows SSH login to a system named mysystem using SSH
client software.

# ssh -1 sysadmin mysystem.mydomain.com
Data Domain OS 5.6.0.0-19899
Password:

CLI online help guidelines

The CLI displays two types of help, syntax-only help and command-description help
that includes the command syntax. Both types of help offer features that allow you
reduce the time it takes to find the information you need.

The following guidelines describe how to use syntax-only help.

e To list the top-level CLI commands, enter a question mark (?), or type the
command help at the prompt.

e To list all forms of a top-level command, enter the command with no options at the

prompt or enter command ?.

e To list all commands that use a specific keyword, enter help keywordor ?
keyword.
For example, ? password displays all Data Domain system commands that use
the password argument.

The following guidelines describe how to use command-description help.

e To list the top-level CLI commands, enter a question mark (?), or type the
command help at the prompt.

e Tolist all forms of a top-level command with an introduction, enter help
command or ? command.

¢ The end of each help description is marked END. Press Enter to return to the CLI
prompt.
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When the complete help description does not fit in the display, the colon prompt
(:) appears at the bottom of the display. The following guidelines describe what
you can do when this prompt appears.

To move through the help display, use the up and down arrow keys.
To quit the current help display and return to the CLI prompt, press q.
To display help for navigating the help display, press h.

To search for text in the help display, enter a slash character (/) followed by a
pattern to use as search criteria and press Enter. Matches are highlighted.
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System management overview

DD System Manager allows you to manage the system on which DD System Manager
is installed.

e To support replication, DD System Manager supports the addition of systems
running the previous two versions, the current version and the next two versions
as they become available. For Release 6.0, DD System Manager supports the
addition of systems for replication for DD OS Version 5.6 to 5.7 plus the next two
releases.

Note

When processing a heavy load, a system might be less responsive than normal. In this
case, management commands issued from either DD System Manager or the CLI
might take longer to complete. When the duration exceeds allowed limits, a timeout
error is returned, even if the operation completed.

The following table recommends the maximum number of user sessions supported by
DD System Manager:

Table 18 Maximum number of users supported by DD System Manager

System Model Maximum Active Maximum Logged In
Users Users

4 GB models? 5 10

8 GB modelsP 10 15

16 GB and greater models® 10 20

a. Includes DD140 and DD2200 (4TB)

b. Includes DD610 and DD630

c. Includes DD670, DD860, DD890, DD990, DD2200 (>7.5TB), DD4200, DD4500, DD6300,
DD6800, DD7200, DD9300, DD9500, and DD9800

Note

Initial HA system set-up cannot be done from the DD System Manager, but the status
of an already-configured HA system can be viewed from DD System Manager.

HA system management overview

The HA relationship between the two nodes, one active and one standby, is setup
through DDSH Clls.

Initial set-up can be run on either of the two nodes but only one at a time. It is a
precondition of HA that the system interconnect and identical hardware is setup on
both nodes first.

Note

Both DDRs are required to have identical hardware which will be validated during
setup and system boot-up.
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If set-up is from a fresh install of systems, the ha create command needs to be run
on the node with the license installed. If setup is from an existing system and a new
fresh install system (upgrade), then it should be run from the existing system.

HA system planned maintenance

The HA architecture provides a rolling upgrade, which reduces maintenance downtime
for a DD OS upgrade.

With a rolling upgrade, the HA nodes are upgraded one by one, coordinately and
automatically. The standby node is rebooted and upgraded first. The newly upgraded
node then takes over the active role through an HA failover. After the failover, the
second node is rebooted and assumes the role of the standby node after the upgrade.

System upgrade operations that require data conversion cannot start until both
systems are upgraded to the same level and HA state is fully restored.

Rebooting a system

Reboot a system when a configuration change, such as changing the time zone,
requires that you reboot the system.

Procedure
1. Select Maintenance > System > Reboot System.
2. Click OK to confirm.

Powering a system on or off

When powering a system off and on, it is important that you follow the proper
procedure to preserve the file system and configuration integrity.

Procedure

1. Power on any expansion shelves before powering on the Data Domain
controller. Wait approximately three minutes after all expansion shelves are
turned on.

Note

A controller is the chassis and any internal storage. A Data Domain system
refers to the controller and any optional external storage.

2. Plug in the power cord for your controller, and if there is a power button on the
controller, press the power button (as shown in the /nstallation and Setup Guide
for your Data Domain system).

3. To shut down power to a Data Domain system, use the system poweroff CLI
command.

This command automatically performs an orderly shut down of DD OS
processes and is available to administrative users only.
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Results

NOTICE

Do not use the chassis power switch to power off the system. Doing so prevents
remote power control using IPMI. Use the system poweroff command instead.
The system poweroff command shuts down the system and turns off the power.

Note

The IMPI Remote System Power Down feature does not perform an orderly shutdown
of the DD OS. Use this feature only if the system poweroff command is
unsuccessful.

System upgrade management

To upgrade a DD OS system, you must verify that there is sufficient room for the new
software on the target system, transfer the software to the system to be upgraded,
and then start the upgrade. For an HA system, transfer the software to the active
node and start the upgrade from the active node.

For HA systems, use the floating IP address to access DD System Manager to perform
software upgrades.

A CAUTION

DD OS 6.0 uses EMC Secure Remote Support version 3 (ESRSv3). Upgrading a
system running DD OS 5.X to DD OS 6.0 removes the existing ConnectEMC
configuration from the system. After the upgrade is complete, reconfigure
ConnectEMC manually.

If the system uses MDb5-signed certificates, regenerate the certificates with a
stronger hash algorithm during the upgrade process.

Minimally disruptive upgrade

The minimally disruptive upgrade (MDU) feature lets you upgrade specific software
components or apply bug fixes without needing to perform a system reboot. Only
those services that depend on the component being upgraded are disrupted, so the
MDU feature can prevent significant downtime during certain software upgrades.

Not all software components qualify for a minimally disruptive upgrade; such
components must be upgraded as part of a regular DD OS system software upgrade. A
DD OS software upgrade uses a large RPM (upgrade bundle), which performs upgrade
actions for all of the components of DD OS. MDU uses smaller component bundles,
which upgrade specific software components individually.

RPM signature verification

RPM signature verification validates Data Domain RPMs that you download for
upgrade. If the RPM has not been tampered with, the digital signature is valid and you
can use the RPM as usual. If the RPM has been tampered with, the corruption
invalidates the digital signature, and the RPM is rejected by DD OS. An appropriate
error message is displayed.

Note

When upgrading from 5.6.0.x to 6.0, first upgrade the 5.6.0.x system to 5.6.1.x (or
later) before upgrading to 6.0.
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Viewing upgrade packages on the system

DD System Manager allows you to view and manage up to five upgrade packages on a
system. Before you can upgrade a system, you must download an upgrade package
from the EMC Online Support site to a local computer, and then upload it to the target
system.

Procedure
1. Select Maintenance > System.
Results

For every package stored on the system, DD System Manager displays the filename,
file size, and last modified date in the list titled: Upgrade Packages Available on Data
Domain System.

Obtaining and verifying upgrade packages

You can use DD System Manager to locate upgrade package files on the Data Domain
Support Web site and upload copies of those files to a system.

Note

You can use FTP or NFS to copy an upgrade package to a system. DD System
Manager is limited to managing 5 system upgrade packages, but there are no
restrictions, other than space limitations, when you manage the files directly in the /
ddvar/releases directory. FTP is disabled by default. To use NFS, /ddvar needs
to be exported and mounted from an external host).

Procedure

Select Maintenance > System.

2. To obtain an upgrade package, click the EMC Online Support link, click
Downloads, and use the search function to locate the package recommended
for your system by Support personnel. Save the upgrade package to the local
computer.

3. Verify that there are no more than four packages listed in the Upgrade
Packages Available on Data Domain System list.

DD System Manager can manage up to five upgrade packages. If five packages
appear in the list, remove at least one package before uploading the new
package.

4. Click Upload Upgrade Package to initiate the transfer of the upgrade package
to the system.

5. In the Upload Upgrade Package dialog, click Browse to open the Choose File to
Upload dialog. Navigate to the folder with the downloaded file, select the file,
and click Open.

6. Click OK.

An upload progress dialog appears. Upon successful completion of the upload,
the download file (with a .rpm extension) appears in the list titled: Upgrade
Packages Available on Data Domain System.

7. To verify the upgrade package integrity, click View Checksum and compare the
calculated checksum displayed in the dialog to the authoritative checksum on
the EMC Online Support site.
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8. To manually initiate an upgrade precheck, select an upgrade package and click
Upgrade Precheck.

Upgrading a Data Domain system

When an upgrade package file is present on a system, you can use DD System
Manager to perform an upgrade using that upgrade package.

Before you begin

Read the DD OS Release Notes for the complete upgrade instructions and coverage of
all the issues that can impact the upgrade.

The procedure that follows describes how to initiate an upgrade using DD System
Manager.

Note

Upgrade package files use the .rpm file extension. This topic assumes that you are
updating only DD OS. If you make hardware changes, such as adding, swapping, or
moving interface cards, you must update the DD OS configuration to correspond with
the hardware changes.

Procedure

1. Log into the system where the upgrade is to be performed.

Note

For most releases, upgrades are permitted from up to two prior major release
versions. For Release 6.0, upgrades are permitted from Releases 5.6 and 5.7.

Note

As recommended in the Release Notes, reboot the Data Domain system before
upgrading to verify that the hardware is in a clean state. If any issues are
discovered during the reboot, resolve those issues before starting the upgrade.
For an MDU upgrade, a reboot may not be needed.

2. Select Data Management > File System, and verify that the file system is
enabled and running.

Select Maintenance > System.

From the Upgrade Packages Available on Data Domain System list, select the
package to use for the upgrade.

Note

You must select an upgrade package for a newer version of DD OS. DD OS does
not support downgrades to previous versions.

5. Click Perform System Upgrade.

The System Upgrade dialog appears and displays information about the upgrade
and a list of users who are currently logged in to the system to be upgraded.

6. Verify the version of the upgrade package, and click OK to continue with the
upgrade.
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The System Upgrade dialog displays the upgrade status and the time remaining.

When upgrading the system, you must wait for the upgrade to complete before
using DD System Manager to manage the system. If the system restarts, the
upgrade might continue after the restart, and DD System Manager displays the
upgrade status after login. EMC recommends that you keep the System
Upgrade progress dialog open until the upgrade completes or the system
powers off. When upgrading DD OS Release 5.5 or later to a newer version, and
if the system upgrade does not require a power off, a Login link appears when
the upgrade is complete.

Note

To view the status of an upgrade using the CLI, enter the system upgrade
status command. Log messages for the upgrade are stored in /ddvar/log/
debug/platform/upgrade-error.logand /ddvar/log/debug/
platform/upgrade-info.log.

7. If the system powers down, you must remove AC power from the system to
clear the prior configuration. Unplug all of the power cables for 30 seconds and
then plug them back in. The system powers on and reboots.

8. If the system does not automatically power on and there is a power button on
the front panel, press the button.

After you finish

For environments that use self-signed SHA-256 certificates, the certificates must be
regenerated manually after the upgrade process is complete, an trust must be re-
established with external systems that connect to the Data Domain system.

1. Run the adminaccess certificate generate self-signed-cert
regenerate-ca command to regenerate the self-signed CA and host certificates.
Regenerating the certificates breaks existing trust relationships with external
systems.

2. Run the adminaccess trust add host hostname type mutual command to
reestablish mutual trust between the Data Domain system and the external
system.

Removing an upgrade package

A maximum of five upgrade packages can be uploaded to a system with DD System
Manager. If the system you are upgrading contains five upgrade packages, you must
remove at least one package before you can upgrade the system.

Procedure
Select Maintenance > System.

2. From the list titled Upgrade Packages Available on Data Domain System, select
the package to remove. One package can be removed at a time.

3. Click Remove Upgrade Package.

Managing electronic licenses

Add and delete electronic licenses from the Data Domain system. Refer to the
applicable EMC Data Domain Operating System Release Notes for the most up-to-date
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information on product features, software updates, software compatibility guides, and
information about EMC products, licensing, and service.

HA system license management

HA is a licensed feature, and the system licensing key is registered by following the
same steps to add any other license to the DD system.

A system will be configured as Active-Standby, where one node is designated
"standby." Only one set of licenses will be required rather than needing individual
licenses for each node. During failover, the licenses on one node will failover to the
other node.

System storage management

System storage management features allow you to view the status and configuration
of your storage space, flash a disk LED to facilitate disk identification, and change the
storage configuration.

Note

All storage connected or used by the two-node Active-Standby HA system can be
viewed as a single system.

Viewing system storage information

Overview tab

The storage status area shows the current status of the storage, such as Operational
or Non-Operational, and the storage migration status. Below the Status area are tabs
that organize how the storage inventory is presented.

Procedure

1. To display the storage status, select Hardware > Storage.

2. If an alerts link appears after the storage status, click the link to view the
storage alerts.

3. If the Storage Migration Status is Not licensed, you can click Add License to
add the license for this feature.

The Overview tab displays information for all disks in the Data Domain system
organized by type. The categories that display are dependent on the type of storage
configuration in use.

The Overview tab lists the discovered storage in one or more of the following sections.

e Active Tier
Disks in the Active Tier are currently marked as usable by the file system. Disks are
listed in two tables, Disks in Use and Disks Not in Use.

e Retention Tier
If the optional EMC Data Domain Extended Retention (formerly DD Archiver)
license is installed, this section shows the disks that are configured for DD
Extended Retention storage. Disks are listed in two tables, Disks in Use and Disks
Not in Use. For more information, see the EMC Data Domain Extended Retention
Administration Guide.

e Cache Tier
SSDs in the Cache Tier are used for caching metadata. The SSDs are not usable
by the file system. Disks are listed in two tables, Disks in Use and Disks Not in Use.
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e Cloud Tier
Disks in the Cloud Tier are used to store the metadata for data that resides in
cloud storage. The disks are not usable by the file system. Disks are listed in two
tables, Disks in Use and Disks Not in Use.

e Addable Storage
For systems with optional enclosures, this section shows the disks and enclosures
that can be added to the system.

e Failed/Foreign/Absent Disks (Excluding Systems Disks)
Shows the disks that are in a failed state; these cannot be added to the system
Active or Retention tiers.

e Systems Disks
Shows the disks where the DD OS resides when the Data Domain controller does
not contain data storage disks.

e Migration History
Shows the history of migrations.
Each section heading displays a summary of the storage configured for that section.

The summary shows tallies for the total number of disks, disks in use, spare disks,
reconstructing spare disks, available disks, and known disks.

Click a section plus (+) button to display detailed information, or click the minus (-)
button to hide the detailed information.

Table 19 Disks In Use column label descriptions

Item Description

Disk Group The name of the disk group that was created by the file
system (for example, dg1).

State The status of the disk (for example Normal, Warning).

Disks Reconstructing The disks that are undergoing reconstruction, by disk ID (for

example, 1.11).

Total Disks The total number of usable disks (for example, 14).
Disks The disk IDs of the usable disks (for example, 2.1-2.14).
Size The size of the disk group (for example, 25.47 TiB).

Table 20 Disks Not In Use column label descriptions

Item Description

Disk The disk identifier, which can be any of the following.

e The enclosure and disk number (in the form Enclosure
Slot)

e A device number for a logical device such as those used by
DD VTL and vDisk

e ALUN

Slot The enclosure where the disk is located.

Pack The disk pack, 1-4, within the enclosure where the disk is
located. This value will only be 2-4 for DS60 expansion
shelves.
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Table 20 Disks Not In Use column label descriptions (continued)

Item Description
State The status of the disk, for example In Use, Available, Spare.
Size The data storage capacity of the disk when used in a Data

Domain system.2

Type The disk connectivity and type (For example, SAS).

a. The Data Domain convention for computing disk space defines one gibibyte as 230 bytes,
giving a different disk capacity than the manufacturer’s rating.

Enclosures tab

The Enclosures tab displays a table summarizing the details of the enclosures
connected to the system.

The Enclosures tab provides the following details.

Table 21 Enclosures tab column label descriptions

Item Description

Enclosure The enclosure number. Enclosure 1 is the head unit.
Serial Number The enclosure serial number.

Disks The disks contained in the enclosure, in the format

<Enclosure-number>.1- <Enclosure-number>.<N>.

Model The enclosure model. For enclosure 1, the model is Head Unit.
Disk Count The number of disks in the enclosure.
Size The data storage capacity of the disk when used in a Data

Domain system.?
Failed Disks The failed disks in the enclosure.

Temperature Status The temperature status of the enclosure.

a. The Data Domain convention for computing disk space defines one gibibyte as 230 bytes,
giving a different disk capacity than the manufacturer’s rating.

Disks tab
The Disks tab displays information on each of the system disks. You can filter the disks
viewed to display all disks, disks in a specific tier, or disks in a specific group.
The Disk State table displays a summary status table showing the state of all system
disks.
Table 22 Disks State table column label descriptions
Item Description
Total The total number of inventoried disks in the Data Domain
system.
In Use The number of disks currently in use by the file system.
Spare The number of spare disks (available to replace failed disks).
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Table 22 Disks State table column label descriptions (continued)

Item

Description

Spare (reconstructing)

Available

Known
Unknown
Failed
Foreign
Absent

Migrating

Destination

Not Installed

The number of disks that are in the process of data
reconstruction (spare disks replacing failed disks).

The number of disks that are available for allocation to an
Active or DD Extended Retention storage tier.

The number of known unallocated disks.
The number of unknown unallocated disks.
The number of failed disks.

The number of foreign disks.

The number of absent disks.

The number of disks serving as the source of a storage
migration.

The number of disks serving as the destination of a storage
migration.

The number of empty disk slots that the system can detect.

The Disks table displays specific information about each disk installed in the system.

Table 23 Disks table column label descriptions

Item Description

Disk The disk identifier, which can be:

e The enclosure and disk number (in the form
Enclosure.Slot).

e A device number for a logical device such as those used by
DD VTL and vDisk..

e ALUN.

Slot The enclosure where the disk is located.

Pack The disk pack, 1-4, within the enclosure where the disk is
located. This value will only be 2-4 for DS60 expansion
shelves.

State The status of the disk, which can be one of the following.

e Absent. No disk is installed in the indicated location.

e Available. An available disk is allocated to the active or
retention tier, but it is not currently in use.

e Copy Recovery. The disk has a high error rate but is not
failed. RAID is currently copying the contents onto a spare
drive and will fail the drive once the copy reconstruction is
complete.

e Destination. The disk is in use as the destination for
storage migration.

e Error. The disk has a high error rate but is not failed. The
disk is in the queue for copy reconstruction. The state will
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Table 23 Disks table column label descriptions (continued)

Item

Description

Manufacturer/Model

Firmware

Serial Number
Disk Life Used

Type

change to Copy Recovery when copy reconstruction
begins.

e Foreign. The disk has been assigned to a tier, but the disk
data indicates the disk may be owned by another system.

e In-Use. The disk is being used for backup data storage.

e Known. The disk is a supported disk that is ready for
allocation.

e Migrating. The disk is in use as the source for storage
migration.

e Powered Off. The disk power has been removed by EMC
Support.

e Reconstruction. The disk is reconstructing in response to
adisk fail command or by direction from RAID/SSM.

e Spare. The disk is available for use as a spare.

e System. System disks store DD OS and system data. No
backup data is stored on system disks.

e Unknown. An unknown disk is not allocated to the active
or retention tier. It might have been failed administratively
or by the RAID system.

The manufacturer’s model designation. The display may
include a model ID or RAID type or other information
depending on the vendor string sent by the storage array.

The firmware level used by the third-party physical-disk
storage controller.

The manufacturer’s serial number for the disk.
The percentage of an SSD's rated life span consumed.

The disk connectivity and type (For example, SAS).

Reconstruction tab

60

The Reconstruction tab displays a table that provides additional information on

reconstructing disks.

The following table describes the entries in the Reconstructing table.

Table 24 Reconstruction table column label descriptions

Item

Description

Disk

Disk Group

Identifies disks that are being reconstructed. Disk labels are of
the format enclosure.dlisk. Enclosure 1 is the Data Domain
system, and external shelves start numbering with enclosure 2.
For example, the label 3.4 is the fourth disk in the second
shelf.

Shows the RAID group (dg#) for the reconstructing disk.
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Table 24 Reconstruction table column label descriptions (continued)

Item Description

Tier The name of the tier where the failed disk is being
reconstructed.

Time Remaining The amount of time before the reconstruction is complete.

Percentage Complete The percentage of reconstruction that is complete.

When a spare disk is available, the file system automatically replaces a failed disk with
a spare and begins the reconstruction process to integrate the spare into the RAID
disk group. The disk use displays Spare and the status becomes Reconstructing.
Reconstruction is performed on one disk at a time.

Physically locating an enclosure

If you have trouble determining which physical enclosure corresponds to an enclosure
displayed in DD System Manager, you can use the CLI beacon feature to flash the
enclosure IDENT LEDs and all the disk LEDs that indicate normal operation.

Procedure
1. Establish a CLI session with the system.
2. Type enclosure beacon enclosure.

3. Press ctril-c to stop the LED flashing.

Physically locating a disk

If you have trouble determining which physical disk corresponds to a disk displayed in
DD System Manager, you can use the beacon feature to flash an LED on the physical
disk.

Procedure
1. Select Hardware > Storage > Disks.

2. Select a disk from the Disks table and click Beacon.

Note

You can select one disk at a time.

The Beaconing Disk dialog box appears, and the LED light on the disk begins
flashing.

3. Click Stop to stop the LED beaconing.

Configuring storage

Storage configuration features allow you to add and remove storage expansion
enclosures from the active, retention, and cloud tiers. Storage in an expansion
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enclosure (which is sometimes called an expansion shelf) is not available for use until it
is added to a tier.

Note

Additional storage requires the appropriate license or licenses and sufficient memory
to support the new storage capacity. Error messages display if more licenses or
memory is needed.

DD6300 systems support the option to use ES30 enclosures with 4 TB drives ( 43.6
TiB) at 50% utilization (21.8 TiB) in the active tier if the available licensed capacity is
exactly 21.8 TiB. The following guidelines apply to using partial capacity shelves.

e No other enclosure types or drive sizes are supported for use at partial capacity.
e A partial shelf can only exist in the Active tier.
e Only one partial ES30 can exist in the Active tier.

¢ Once a partial shelf exists in a tier, no additional ES30s can be configured in that
tier until the partial shelf is added at full capacity.

Note

This requires licensing enough additional capacity to use the remaining 21.8 TiB of
the partial shelf.

e If the available capacity exceeds 21.8 TB, a partial shelf cannot be added.

e Deleting a 21 TiB license will not automatically convert a fully-used shelf to a
partial shelf. The shelf must be removed, and added back as a partial shelf.

Procedure
Select Hardware > Storage > Overview.
2. Expand the dialog for one of the available storage tiers:
e Active Tier
¢ Extended Retention Tier
e Cache Tier
e Cloud Tier

Click Configure.

In the Configure Storage dialog, select the storage to be added from the
Addable Storage list.

5. In the Configure list, select either Active Tier or Retention Tier.

The maximum amount of storage that can be added to the active tier depends
on the DD controller used.

Note

The licensed capacity bar shows the portion of licensed capacity (used and
remaining) for the installed enclosures.

6. Select the checkbox for the Shelf to be added.
Click the Add to Tier button.
8. Click OK to add the storage.
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Note

To remove an added shelf, select it in the Tier Configuration list, click Remove
from Configuration, and click OK.

Fail and unfail disks

Fail a disk

Unfail a disk

Disk fail functionality allows you to manually set a disk to a failed state to force
reconstruction of the data stored on the disk. Disk unfail functionality allows you to
take a disk in a failed state and return it to operation

Fail a disk and force reconstruction. Select Hardware > Storage > Disks > Fail.

Make a disk previously marked Failed or Foreign usable to the system. Select
Hardware > Storage > Disks > Unfail.

Network connection management

Network connection management features allow you view and configure network
interfaces, general network settings, and network routes.

HA system network connection management

The HA system relies on two different types of IP addresses, fixed and floating. Each
type has specific behaviors and limitations.

On an HA system, Fixed IP addresses:

e Are used for node management via the CLI
e Are attached ("fixed") to the node

e Can be static or DHCP, IPv6 SLAAC

e Configuration is done on the specific node with the optional type fixed
argument

Note

All filesystem access should be through a floating IP.

Floating IP addresses only exist in the two-node HA system; during failover, the IP
address "float" to the new active node and are:

e Only configured on the active node
e Used for filesystem access and most configuration
e Can only be static

e Configuration requires the type floating argument
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Network interface management

Network interface management features allow you to manage the physical interfaces
that connect the system to a network and create logical interfaces to support link
aggregation, load balancing, and link or node failover.

Viewing interface information

64

The Interfaces tab allows you to manage physical and virtual interfaces, VLANSs,
DHCP, DDNS, and IP addresses and aliases.

Consider the following guidelines when managing IPv6 interfaces.

¢ The command-line interface (CLI) supports IPv6 for basic Data Domain network
and replication commands, but not for backup and DD Extended Retention
(archive) commands. CLI commands manage the IPv6 addresses. You can view
IPv6 addresses using the DD System Manager, but you cannot manage IPv6 with
the DD System Manager.

e Collection, directory, and MTree replication are supported over IPv6 networks,
which allows you to take advantage of the IPv6 address space. Simultaneous
replication over IPv6 and IPv4 networks is also supported, as is Managed File
Replication using DD Boost.

e There are some restrictions for interfaces with IPv6 addresses. For example, the
minimum MTU is 1280. If you try to set the MTU lower than 1280 on an interface
with an IPv6 address, an error message appears and the interface is removed from
service. An IPv6 address can affect an interface even though it is on a VLAN
attached to the interface and not directly on the interface.

Procedure
1. Select Hardware > Ethernet > Interfaces.

The following table describes the information on the Interfaces tab.

Table 25 Interface tab label descriptions

Item Description
Interface The name of each interface associated with the selected system.
Enabled Whether the interface is enabled.

® Select Yes to enable the interface and connect it to the
network.

¢ Select No to disable the interface and disconnect it from the
network.

DHCP Indicates if the interface is configured manually (no), by a DHCP
(Dynamic Host Configuration Protocol) IPv4 server (v4), or by a
DHCP IPv6 server (v6).

IP Address IP address associated with the interface. The address used by the
network to identify the interface. If the interface is configured
through DHCP, an asterisk appears after this value.

Netmask Netmask associated with the interface. Uses the standard IP
network mask format. If the interface is configured through DHCP,
an asterisk appears after this value.
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Table 25 Interface tab label descriptions (continued)

Item Description
Link Whether the Ethernet connection is active (Yes/No).
Address Type On an HA system, the Address Type indicates Fixed, Floating, or

Additional Info

IPMI interfaces
configured

Interconnect.

Additional settings for the interface. For example, the bonding
mode.

Displays Yes or No and indicates if IPMI health monitoring and power
management is configured for the interface.

To filter the interface list by interface name, enter a value in the Interface
Name field and click Update.

Filters support wildcards, such as eth*, veth*, or ethO*

To filter the interface list by interface type, select a value from the Interface
Type menu and click Update.

On an HA system, there is a filter dropdown to filter by IP Address Type (Fixed,
Floating, or Interconnect).

To return the interfaces table to the default listing, click Reset.

Select an interface in the table to populate the Interface Details area.

Table 26 Interface Details label descriptions

Item

Description

Auto-generated
Addresses

Auto Negotiate

Cable

Duplex

Hardware Address

Interface Name

Latent Fault Detection
(LFD) - HA systems
only

Maximum Transfer Unit
(MTU)

Displays the automatically generated IPv6 addresses for the
selected interface.

When this feature displays Enabled, the interface automatically
negotiates Speed and Duplex settings. When this feature displays
Disabled, then Speed and Duplex values must be set manually.

Shows whether the interface is Copper or Fiber.

Note

Some interfaces must be up before the cable status is valid.

Used in conjunction with the Speed value to set the data transfer
protocol. Options are Unknown, Full, Half.

The MAC address of the selected interface. For example,
00:02:b3:b0:8a:d2.

Name of the selected interface.

The LFD field hasa View Configuration link, displaying a
pop-up that lists LFD addresses and interfaces.

MTU value assigned to the interface.
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Table 26 Interface Details label descriptions (continued)

Item Description

Speed Used in conjunction with the Duplex value to set the rate of data
transfer. Options are Unknown, 10 Mb/s, 100 Mb/s, 1000 Mb/s, 10
Gb/s.
Note

Auto-negotiated interfaces must be set up before speed, duplex,
and supported speed are visible.

Supported Speeds Lists all of the speeds that the interface can use.

6. To view IPMI interface configuration and management options, click View IPMI
Interfaces.

This link displays the Maintenance > IPMI information.

Physical interface names and limitations

66

The format of physical interface names varies on different Data Domain systems and
option cards, and limitations apply to some interfaces.

For most systems the physical interface name format is ethxy, where xis the slot
number for an on-board port or an option card and yis an alphanumeric string. For
example, ethOa.

For most on-board NIC vertical interfaces, the top interface is named ethOa and
the bottom interface is ethOb.

For most on-board NIC horizontal interfaces, the left interface as viewed from the
rear, is named ethOa and the right is named ethOb.

DD990 systems provide four on-board interfaces: two on the top and two on the
bottom. The top-left interface is ethOa, the top-right is ethOb, the bottom-left is
ethOc, and the bottom-right is ethOd.

DD2200 systems provide four on-board 1G Base-T NIC ports: ethMa (top left),
ethMb (top right), ethMc (bottom left), and ethMd (bottom right).

DD2500 systems provide six on-board interfaces. The four on-board 1G Base-T
NIC ports are ethMa (top left), ethMb (top right), ethMc (bottom left), and
ethMd (bottom right). The two on-board 10G Base-T NIC ports are ethMe (top)
and ethMf (bottom).

DD4200, DD4500, and DD7200 systems provide one on-board Ethernet port,
which is ethMa.

For systems ranging between DD140 and DD990, the physical interface names for
I/0 modules start at the top of the module or at the left side. The first interface is
ethxa, the next is ethxb, the next is ethxc, and so forth.

The port numbers on the horizontal DD2500 170 modules are labeled in sequence
from the end opposite the module handle (left side). The first port is labeled 0 and
corresponds to physical interface name ethxa, the next is 1/ethxb, the next is 2/
ethxc, and so forth.

The port numbers on the vertical DD4200, DD4500, and DD7200 I/0 modules are
labeled in sequence from the end opposite the module handle (bottom). The first
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port is labeled 0 and corresponds to physical interface name ethxa, the next is 1/
ethxb, the next is 2/ethxc, and so forth.

General interface configuration guidelines

Review the general interface configuration guidelines before configuring system
interfaces.

When supporting both backup and replication traffic, EMC recommends using
different interfaces for each traffic type so that neither traffic type impacts the
other.

When replication traffic is expected to be less than 1 Gb/s, EMC recommends
against using 10 GbE interfaces for replication traffic because 10 GbE interfaces
are optimized for faster traffic.

If a Data Domain service uses a non-standard port and the user wants to upgrade
to DD OS 6.0, or the user wants to change a service to use a non-standard port on
a DD OS 6.0 system, add a net filter function for all the clients using that service
to allow the client IP addresses to use the new port.

On DD4200, DD4500, and DD7200 systems that use IPMI, EMC recommends that
interface ethMa be reserved for IPMI traffic and system management traffic
(using protocols such as HTTP, Telnet, and SSH). Backup data traffic should be
directed to other interfaces.

Configuring physical interfaces

You must configure at least on physical interface before the system can connect to a
network.

Procedure

1. Select Hardware > Ethernet > Interfaces.

2. Select an interface to configure.

Note

DD140, DD160, DD610, DD620, and DD630 systems do not support IPv6 on
interface ethOa (ethO on systems that use legacy port names) or on any VLANs
created on that interface.

Click Configure.

In the Configure Interface dialog, determine how the interface IP address is to
be set:

Note

On an HA system, the Configure Interface dialog has a field for whether or not
to designate the Floating IP (Yes/No). Selecting Yes the Manually
Configure IP Address radio button is auto-selected; Floating IP interfaces
can only be manually configured.

e Use DHCP to assign the IP address—in the IP Settings area, select Obtain
IP Address using DHCP and select either DHCPvA for IPv4 access or
DHCPv6 for IPv6 access.

Setting a physical interface to use DHCP automatically enables the
interface.
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5.

Note

If you choose to obtain the network settings through DHCP, you can
manually configure the hostname at Hardware > Ethernet > Settings or
with the net set hostname command. You must manually configure the
host name when using DHCP over IPv6.

e Specify IP Settings manually—in the IP Settings area, select Manually
configure IP Address.
The IP Address and Netmask fields become active.

If you chose to manually enter the IP address, enter an IPv4 or IPv6 address. If
you entered an IPv4 address, enter a netmask address.

Note

You can assign just one IP address to an interface with this procedure. If you
assign another IP address, the new address replaces the old address. To attach
an additional IP address to an interface, create an IP alias.

Specify Speed/Duplex settings.

The combination of speed and duplex settings define the rate of data transfer
through the interface. Select one of these options:

e Autonegotiate Speed/Duplex — Select this option to allow the network
interface card to autonegotiate the line speed and duplex setting for an
interface. Autonegotiation is not supported on the following DD2500,
DD4200, DD4500, and DD7200 I/0 modules:

= Dual Port 10GbE SR Optical with LC connectors (using SFPs)
= Dual Port 10GbE Direct Attach Copper (SFP+ cables)
= Quad port 2 port 1GbE Copper (RJ45) /2 port 1GbE SR Optical

¢ Manually configure Speed/Duplex — Select this option to manually set an
interface data transfer rate. Select the speed and duplex from the menus.

= Duplex options are half-duplex, full-duplex, and unknown.

= Speed options listed are limited to the capabilities of the hardware
device. Options are 10 Mb, 100 Mb, 1000 Mb (1 Gb), 10 Gb, and unknown.
The 10G Base-T hardware supports only the 100 Mb, 1000 Mb and 10 Gb
settings.

= Half-duplex is only available for 10 Mb and 100 Mb speeds.
= 1000 Mb and 10 Gb line speeds require full-duplex.

= On DD2500, DD4200, DD4500, and DD7200 10GbE /0 modules, copper
interfaces support only the 10 Gb speed setting.

= The default setting for 10G Base-T interfaces is Autonegotiate Speed/
Duplex. If you manually set the speed to 1000 Mb or 10 Gb, you must set
the Duplex setting to Full.

Specify the MTU (Maximum Transfer Unit) size for the physical (Ethernet)
interface.
Do the following:

¢ Click the Default button to return the setting to the default value.
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¢ Ensure that all of your network components support the size set with this
option.

8. Optionally, select Dynamic DNS Registration.

Dynamic DNS (DDNS) is a protocol that registers local IP addresses on a
Domain Name System (DNS) server. In this release, DD System Manager
supports Windows mode DDNS. To use UNIX mode DDNS, use the net ddns
CLI command.

The DDNS must be registered to enable this option.

Note
This option disables DHCP for this interface.

9. Click Next.

The Configure Interface Settings summary page appears. The values listed
reflect the new system and interface state, which are applied after you click
Finish.

10. Click Finish and OK.

MTU size values

The MTU size must be set properly to optimize the performance of a network
connection. An incorrect MTU size can negatively affect interface performance.

Supported values for setting the maximum Transfer Unit (MTU) size for the physical
(Ethernet) interface range from 350 to 9000. For 100 Base-T and gigabit networks,
1500 is the standard default.

Note

Although 9000 is the maximum size, to be backwardly compatible, the DD OS accepts
up to 9014, but sets the size to 9000 when it is greater than 9000 and less than or
equal to 9014.

Note

The minimum MTU for IPv6 interfaces is 1280. The interface fails if you try to set the
MTU lower than 1280.

Moving a static IP address

A specific static |IP address must be assigned to only one interface on a system. A
static IP address must be properly removed from an interface before it is configured
on another interface.

Procedure

1. If the interface that hosts the static |P address is part of a DD Boost interface
group, remove the interface from that group.

2. Select Hardware > Ethernet > Interfaces.

3. Remove the static IP address that you want to move.

a. Select the interface that is currently using the IP address you want to move.
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b. In the Enabled column, select No to disable the interface.
c. Click Configure.
d. Set the IP Address to 0.

Note

Set the IP address to O when there is no other IP address to assign to the
interface. The same IP address must not be assigned to multiple interfaces.

e. Click Next, and click Finish.

4, Add the removed static |IP address to another interface.

a. Select the interface to which you want to move the IP address.

b. In the Enabled column, select No to disable the interface.

c. Click Configure.

d. Set the IP Address to the match the static IP address you removed.

. Click Next, and click Finish.

[]

f. In the Enabled column, select Yes to enable the updated interface.

Virtual interface configuration guidelines

70

Virtual interface configuration guidelines apply to failover and aggregate virtual
interfaces. There are additional guidelines that apply to either failover or aggregate
interfaces but not both.

The virtual-name must be in the form vethxwhere xis a number. The
recommended maximum number is 99 because of name size limitations.

You can create as many virtual interfaces as there are physical interfaces.

Each interface used in a virtual interface must first be disabled. An interface that is
part of a virtual interface is seen as disabled for other network configuration
options.

After a virtual interface is destroyed, the physical interfaces associated with it
remain disabled. You must manually re-enable the physical interfaces.

The number and type of cards installed determines the number of Ethernet ports
available.

Each physical interface can belong to one virtual interface.

A system can support multiple mixed failover and aggregation virtual interfaces,
subject to the restrictions above.

Virtual interfaces must be created from identical physical interfaces. For example,
all copper, all optical, all 1 Gb, or all 10 Gb. However, 1 Gb interfaces support
bonding a mix of copper and optical interfaces. This applies to virtual interfaces
across different cards with identical physical interfaces, except for Chelsio cards.
For Chelsio cards, only failover is supported, and that is only across interfaces on
the same card.

Failover and aggregate links improve network performance and resiliency by using
two or more network interfaces in parallel, thus increasing the link speed for
aggregated links and reliability over that of a single interface.

Remove functionality is available using the Configure button. Click a virtual
interface in the list of interfaces on the Interfaces tab and click Configure. From
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the list of interfaces in the dialog box, clear the checkbox for the interface to
remove it from bonding (failover or aggregate), and click Next.

For a bonded interface, the bonded interface is created with remaining slaves if
the hardware for a slave interface fails. If no slaves, the bonded interface id
created with no slaves. This slave hardware failure will generate managed alerts,
one per failed slave.

Note

The alert for a failed slave disappears after the failed slave is removed from the
system. If new hardware is installed, the alerts disappear and the bonded interface
uses the new slave interface after the reboot.

On DD4200, DD4500, and DD7200 systems, the ethMa interface does not support
failover or link aggregation.

Guidelines for configuring a virtual interface for link aggregation

Link aggregation provides improved network performance and resiliency by using one
or more network interfaces in parallel, thus increasing the link speed and reliability
over that of a single interface. These guidelines are provided to help you optimize your
use of link aggregation.

Changes to disabled Ethernet interfaces flush the routing table. It is recommended
that you make interface changes only during scheduled maintenance downtime.
Afterwards, reconfigure the routing rules and gateways.

Enable aggregation on an existing virtual interface by specifying the physical
interfaces and mode and giving it an IP address.

10 Gb single-port optical Ethernet cards do not support link aggregation.
1 GbE and 10 GbE interfaces cannot be aggregated together.
Copper and optical interfaces cannot be aggregated together.

On DD4200, DD4500, and DD7200 systems, the ethMA interface does not support
link aggregation.

Guidelines for configuring a virtual interface for failover

Link failover provides improved network stability and performance by identifying
backup interfaces that can support network traffic when the primary interface is not
operating. These guidelines are provided to help you optimize your use of link failover.

A primary interface must be part of the failover. If a primary interface removal is
attempted from a failover, an error message appears.

When a primary interface is used in a failover configuration, it must be explicitly
specified and must also be a bonded interface to the virtual interface. If the
primary interface goes down and multiple interfaces are still available, the next
interface is randomly selected.

All interfaces in a virtual interface must be on the same physical network. Network
switches used by a virtual interface must be on the same physical network.

The recommended number of physical interfaces for failover is greater than one.
You can, however, configure one primary interface and one or more failover
interfaces, except with the following:

= 10 Gb CX4 Ethernet card, which are restricted to one primary interface and
one failover interface from the same card, and
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= 10 Gb single-port optical Ethernet cards, which cannot be used.

e On DD4200, DD4500, and DD7200 systems, the ethMA interface does not support
link failover.

Virtual interface creation

72

Create a virtual interface to support link aggregation or failover. The virtual interface
serves as a container for the links to be aggregated or associated for failover.

Creating a virtual interface for link aggregation

Create a virtual interface for link aggregation to serve as a container to associate the
links that participate in aggregation.

A link aggregation interface must specify a link bonding mode and may require a hash
selection. For example, you might enable link aggregation on virtual interface veth7to
physical interfaces eth7and eth2in mode LACP (Link Aggregation Control Protocol)

and hash XOR-L2L3.

Procedure

1. Select Hardware > Ethernet > Interfaces.

2. Inthe Interfaces table, disable the physical interface where the virtual interface
is to be added by clicking No in the Enabled column.

From the Create menu, select Virtual Interface.

4. In the Create Virtual Interface dialog, specify a virtual interface name in the
veth box.

Enter a virtual interface name in the form vethx, where xis a unique ID
(typically one or two digits). A typical full virtual interface name with VLAN and
IP Alias is veth56.3999:199. The maximum length of the full name is 15
characters. Special characters are not allowed. Numbers must be between 0
and 4094, inclusively.

5. Inthe Bonding Type list, select Aggregate.

Note

Registry settings can be different from the bonding configuration. When
interfaces are added to the virtual interface, the information is not sent to the
bonding module until the virtual interface is given an IP address and brought up.
Until that time the registry and the bonding driver configuration are different.

6. Inthe Mode list, select a bonding mode.

Specify the mode that is compatible with the requirements of the system to
which the interfaces are directly attached.

¢ Round-robin
Transmit packets in sequential order from the first available link through the
last in the aggregated group.

e Balanced
Data is sent over interfaces as determined by the hash method selected.
This requires the associated interfaces on the switch to be grouped into an
Ether channel (trunk) and given a hash via the Load Balance parameter.

e LACP
Link Aggregation Control Protocol is similar to Balanced, except that it uses
a control protocol that communicates to the other end and coordinates
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which links within the bond are available for use. LACP provides a kind of
heartbeat failover and must be configured at both ends of the link.

If you selected Balanced or LACP mode, specify a bonding hash type in the
Hash list.

Options are: XOR-L2, XOR-L2L3, or XOR-L3LA4.

XOR-L2 transmits through a bonded interface with an XOR hash of Layer 2
(inbound and outbound MAC addresses).

XOR-L2L3 transmits through a bonded interface with an XOR hash of Layer 2
(inbound and outbound MAC addresses) and Layer 3 (inbound and outbound IP
addresses).

XOR-L3L4 transmits through a bonded interface with an XOR hash of Layer 3
(inbound and outbound IP addresses) and Layer 4 (inbound and outbound
ports).

To select an interface to add to the aggregate configuration, select the
checkbox that corresponds to the interface, and then click Next.
The Create virtual interface veth_name dialog appears.

Enter an IP address, or enter 0 to specify no IP address.
Enter a netmask address or prefix.
Specify Speed/Duplex options.

The combination of speed and duplex settings define the rate of data transfer
through the interface. Select either:

¢ Autonegotiate Speed/Duplex
Select this option to allow the network interface card to autonegotiate the
line speed and duplex setting for an interface.

¢ Manually configure Speed/Duplex
Select this option to manually set an interface data transfer rate.

= Duplex options are half-duplex or full-duplex.

= Speed options listed are limited to the capabilities of the hardware
device. Options are 10 Mb, 100 Mb, 1000 Mb, and 10 Gb.

= Half-duplex is only available for 10 Mb and 100 Mb speeds.
= 1000 Mb and 10 Gb line speeds require full-duplex.
= Optical interfaces require the Autonegotiate option.
= The 10 GbE copper NIC default is 10 Gb. If a copper interface is set to
1000 Mb or 10 Gb line speed, duplex must be full-duplex.
Specify the MTU setting.
¢ To select the default value (1500), click Default.
e To select a different setting, enter the setting in the MTU box. Ensure that
all of your network components support the size set with this option.
Optionally, select Dynamic DNS Registration option.

Dynamic DNS (DDNS) is a protocol that registers local IP addresses on a
Domain Name System (DNS) server. In this release, DD System Manager
supports Windows mode DDNS. To use UNIX mode DDNS, use the net ddns
CLI command.
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14.

15.

The DDNS must be registered to enable this option.

Click Next.

The Configure Interface Settings summary page appears. The values listed
reflect the new system and interface state.

Click Finish and OK.

Creating a virtual interface for link failover

Create a virtual interface for link failover to serve as a container to associate the links
that will participate in failover.

The failover-enabled virtual interface represents a group of secondary interfaces, one
of which can be specified as the primary. The system makes the primary interface the
active interface whenever the primary interface is operational. A configurable Down
Delay failover option allows you to configure a failover delay in 900 millisecond
intervals. The failover delay guards against multiple failovers when a network is
unstable.

Procedure

Select Hardware > Ethernet > Interfaces.

In the interfaces table, disable the physical interface to which the virtual
interface is to be added by clicking No in the Enabled column.

From the Create menu, select Virtual Interface.

In the Create Virtual Interface dialog, specify a virtual interface name in the
veth box.

Enter a virtual interface name in the form vethx, where xis a unique ID
(typically one or two digits). A typical full virtual interface name with VLAN and
IP Alias is veth56.3999:199. The maximum length of the full name is 15
characters. Special characters are not allowed. Numbers must be between 0
and 4094, inclusively.

In the Bonding Type list, select Failover.

Select an interface to add to the failover configuration, and click Next. Virtual
aggregate interfaces can be used for failover.

The Create virtual interface veth_name dialog appears.

Enter an IP address, or enter 0 to specify no IP address.
Enter a netmask or prefix.
Specify the Speed/Duplex options.

The combination of speed and duplex settings defines the rate of data transfer
through the interface.

e Select Autonegotiate Speed/Duplex to allow the network interface card to
autonegotiate the line speed and duplex setting for an interface.

e Select Manually configure Speed/Duplex to manually set an interface
data-transfer rate.

= Duplex options are either half duplex or full duplex.

= Speed options listed are limited to the capabilities of the hardware
device. Options are 10 Mb, 100 Mb, 1000 Mb, and 10 Gb.
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= Half-duplex is available for 10 Mb and 100 Mb speeds only.
= 1000 Mb and 10 Gb line speeds require full-duplex.
= Optical interfaces require the Autonegotiate option.

= The copper interface default is 10 Gb. If a copper interface is set to 1000
Gb or 10 Gb line speed, the duplex must be full-duplex.

Specify MTU setting.

e To select the default value (1500), click Default.

e To select a different setting, enter the setting in the MTU box. Ensure that
all of your network path components support the size set with this option.

Optionally, select Dynamic DNS Registration option.

Dynamic DNS (DDNS) is a protocol that registers local IP addresses on a
Domain Name System (DNS) server. In this release, DD System Manager
supports Windows mode DDNS. To use UNIX mode DDNS, use the net ddns
CLI command.

The DDNS must be registered to enable this option.

Note
This option disables DHCP for this interface.

Click Next.

The Configure Interface Settings summary page appears. The values listed
reflect the new system and interface state.

Complete the Interface, click Finish and OK.

After you create a virtual interface, you can update the settings to respond to network
changes or resolve issues.

Procedure

Select Hardware > Ethernet > Interfaces.

In the Interfaces column, select the interface and disable the virtual interface by
clicking No in the Enabled column. Click OK in the warning dialog.

In the Interfaces column, select the interface and click Configure.
In the Configure Virtual Interface dialog, change the settings.
Click Next and Finish.

Create a new VLAN interface from either a physical interface or a virtual interface.

The recommended total VLAN count is 80. You can create up to 100 interfaces (minus
the number of aliases, physical and virtual interfaces) before the system prevents you
from creating any more.

Procedure

1.

Select Hardware > Ethernet > Interfaces.
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Modifying a VLAN interface
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10.

In the interfaces table, select the interface to which you want to add the VLAN.

The interface you select must be configured with an IP address before you can
add a VLAN.

Click Create and selectVLAN.

In the Create VLAN dialog box, specify a VLAN ID by entering a number in the
VLAN Id box.

The range of a VLAN ID is between 1 and 4094 inclusive.

Enter an IP address, or enter 0 to specify no IP address.

The Internet Protocol (IP) address is the numerical label assigned to the
interface. For example, 192.168.10.23.

Enter a netmask or prefix.
Specify the MTU setting.

The VLAN MTU must be less than or equal to the MTU defined for the physical
or virtual interface to which it is assigned. If the MTU defined for the supporting
physical or virtual interface is reduced below the configured VLAN value, the
VLAN value is automatically reduced to match the supporting interface. If the
MTU value for the supporting interface is increased above the configured VLAN
value, the VLAN value is unchanged.

e To select the default value (1500), click Default.

e To select a different setting, enter the setting in the MTU box. DD System
Manager does not accept an MTU size that is larger than that defined for
the physical or virtual interface to which the VLAN is assigned.

Specify Dynamic DNS Registration option.

Dynamic DNS (DDNS) is a protocol that registers local IP addresses on a
Domain Name System (DNS) server. In this release, DD System Manager
supports Windows mode DDNS. To use UNIX mode DDNS, use the net ddns
CLI command.

The DDNS must be registered to enable this option.

Click Next.
The Create VLAN summary page appears.

Review the configuration settings, click Finish, and click OK.

After you create a VLAN interface, you can update the settings to respond to network
changes or resolve issues.

Procedure

1. Select Hardware > Ethernet > Interfaces.

2. In the Interfaces column, select the checkbox of the interface and disable the
VLAN interface by clicking No in the Enabled column. Click OK in the warning
dialog box.

3. In the Interfaces column, select the checkbox of the interface and click

Configure.
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4. Inthe Configure VLAN Interface dialog, change the settings.
5. Click Next and Finish.

Configuring an IP alias

An IP alias assigns an additional IP address to a physical interface, a virtual interface,
or a VLAN.

The recommended total number of IP aliases, VLAN, physical, and virtual interfaces
that can exist on the system is 80. Although up to 100 interfaces are supported, as the
maximum number is approached, you might notice slowness in the display.

Note

When using a Data Domain HA system, if a user is created and logins to the standby
node without logging into the active node first, the user will not have a default alias to
use. Therefore, in order to use aliases on the standby node, the user should login to
the active node first.

Procedure
Select Hardware > Ethernet > Interfaces.
2. Click Create, and select IP Alias.
The Create IP Alias dialog appears.

3. Specify an IP alias ID by entering a number in the IP ALIAS Id box.

The range is 1 to 4094 inclusive.

Enter an IPv4 or IPv6 address.
If you entered an IPv4 address, enter a netmask address.
Specify Dynamic DNS Registration option.

Dynamic DNS (DDNS) is a protocol that registers local IP addresses on a
Domain Name System (DNS) server. In this release, DD System Manager
supports Windows mode DDNS. To use UNIX mode DDNS, use the net ddns
CLI command.

The DDNS must be registered to enable this option.

7. Click Next.

The Create IP Alias summary page appears.

8. Review the configuration settings, click Finish, and OK.

Modifying an IP alias interface

After you create an IP alias, you can update the settings to respond to network
changes or resolve issues.

Procedure
Select Hardware > Ethernet > Interfaces.

2. In the Interfaces column, select the checkbox of the interface and disable the
IP alias interface by clicking No in the Enabled column. Click OK in the warning
dialog box.

3. In the Interfaces column, select the checkbox of the interface and click
Configure.
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4. In the Configure IP Alias dialog box, change the settings as described in the
procedure for creating an IP Alias.

5. Click Next and Finish.

Registering interfaces with DDNS

Dynamic DNS (DDNS) is a protocol that registers local IP addresses on a Domain
Name System (DNS) server.

In this release, DD System Manager supports Windows mode DDNS. To use UNIX
mode DDNS, use the net ddns CLI command. You can do the following.

e Manually register (add) configured interfaces to the DDNS registration list.
¢ Remove interfaces from the DDNS registration list.
e Enable or disable DNS updates.
e Display whether DDNS registration is enabled or not.
¢ Display interfaces in the DDNS registration list.
Procedure
1. Select Hardware > Ethernet > Interfaces > DDNS Registration.

2. In the DDNS Windows Mode Registration dialog, click Add to add an interface
to the DDNS.

The Add Interface dialog box appears.

a. Enter a name in the Interface field.
b. Click OK.
3. Optionally, to remove an interface from the DDNS:
a. Select the interface to remove, and click Remove.
b. In the Confirm Remove dialog box, click OK.
4. Specify the DDNS Status.
¢ Select Enable to enable updates for all interfaces already registered.
e Click Default to select the default settings for DDNS updates.

¢ Clear Enable to disable DDNS updates for the registered interfaces.

5. To complete the DDNS registration, click OK.

Destroying an interface
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You can use DD System Manager to destroy or delete virtual, VLAN, and IP alias
interfaces.

When a virtual interface is destroyed, the system deletes the virtual interface, releases
its bonded physical interface, and deletes any VLANs or aliases attached to the virtual
interface. When you delete a VLAN interface, the OS deletes the VLAN and any IP
alias interfaces that are created under it. When you destroy an IP alias, the OS deletes
only that alias interface.

Procedure
1. Select Hardware > Ethernet > Interfaces.
2. Click the box next to each interface you want to destroy (Virtual or VLAN or IP
Alias).
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3. Click Destroy.
4. Click OK to confirm.

Viewing an interface hierarchy in the tree view
The Tree View dialog displays the association between physical and virtual interfaces.
Procedure
Select Hardware > Ethernet > Interfaces > Tree View.

2. In the Tree View dialog box, click the plus or minus boxes to expand or contract
the tree view that shows the hierarchy.

3. Click Close to exit this view.

General network settings management

The configuration settings for hostname, domain name, search domains, host
mapping, and DNS list are managed together on the Settings tab.

Viewing network settings information

The Settings tab displays the current configuration for the hostname, domain name,
search domains, host mapping, and DNS.

Procedure
1. Select Hardware > Ethernet > Settings.
Results
The Settings tab displays the following information.
Host Settings
Host Name

The hostname of the selected system.

Domain Name
The fully qualified domain name associated with the selected system.

Search Domain List

Search Domain

A list of search domains that the selected system uses. The system applies
the search domain as a suffix to the hostname.

Hosts Mapping

IP Address
IP address of the host to resolve.

Host Name
Hostnames associated with the IP address.
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DNS List

DNS IP Address

Current DNS IP addresses associated with the selected system. An asterisk
(*) indicates that the IP addresses were assigned through DHCP.

Setting the DD System Manager hostname

You can configure the DD System Manager hostname and domain name manually, or
you can configure DD OS to automatically receive the host and domain names from a
Dynamic Host Configuration Protocol (DHCP) server.

One advantage to manually configuring the host and domain names is that you remove
the dependency on the DHCP server and the interface leading to the DHCP server. To
minimize the risk of service interruption, EMC recommends that you manually
configure the host and domain names.

When configuring the hostname and domain name, consider the following guidelines.

e Do not include an underscore in the hostname; it is incompatible with some
browsers.

¢ Replication and CIFS authentication must be reconfigured after you change the
names.

e If a system was previously added without a fully qualified name (no domain name),
a domain name change requires that you remove and add the affected system or
update the Search Domain List to include the new domain name.

Procedure
1. Select Hardware > Ethernet > Settings.
2. Click Edit in the Host Settings area. The Configure Host dialog appears.
3. To manually configure the host and domain names:
a. Select Manually configure host.
b. Enter a hostname in the Host Name box.
For example, id## . yourcompany . com
c. Enter a domain name in the Domain Name box.
This is the domain name associated with your Data Domain system and,
usually, your company’s domain name. For example, yourcompany.com
d. Click OK.
The system displays progress messages as the changes are applied.

4. To obtain the host and domain names from a DHCP server, select Obtain
Settings using DHCP and click OK.

At least one interface must be configured to use DHCP.

Managing the domain search list
Use the domain search list to define which domains the system can search.
Procedure
1. Select Hardware > Ethernet > Settings.
2. Click Edit in the Search Domain List area.
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3. To add a search domain using the Configure Search Domains dialog:
a. Click Add (+).
b. In the Add Search Domain dialog, enter a name in the Search Domain box.
For example, id## . yourcompany . com
c. Click OK.
The system adds the new domain to the list of searchable domains.
d. Click OK to apply changes and return to the Settings view.
4. To remove a search domain using the Configure Search Domains dialog:
a. Select the search domain to remove.
b. Click Delete (X).

The system removes the selected domain from the list of searchable
domains.

c. Click OK to apply changes and return to the Settings view.

Adding and deleting host maps

A host map links an IP address to a hostname, so that either the |P address or the
hostname can be used to specify the host.

Procedure
1. Select Hardware > Ethernet > Settings.
2. To add a host map, do the following.
a. In the Hosts Mapping area, click Add.

b. In the Add Hosts dialog, enter the IP address of the host in the IP Address
box.

c. Click Add (+).

d. In the Add Host dialog, enter a hostname, such as id## . yourcompany.com,
in the Host Name box.

e. Click OK to add the new hostname to the Host Name list.
f. Click OK to return to the Settings tab.
3. To delete a host map, do the following.
a. In the Hosts Mapping area, select the host mapping to delete.

b. Click Delete (X).

Configuring DNS IP addresses

DNS IP addresses specify the DNS servers the system can use to get IP addresses for
host names that are not in the host mapping table.

You can configure the DNS IP addresses manually, or you can configure DD OS to
automatically receive IP addresses from a DHCP server. One advantage to manually
configuring DNS IP addresses is that you remove the dependency on the DHCP server
and the interface leading to the DHCP server. To minimize the risk of service
interruption, EMC recommends that you manually configure the DNS IP addresses.
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Procedure
1. Select Hardware > Ethernet > Settings.
2. Click Edit in the DNS List area.
3. To manually add a DNS IP address:
a. Select Manually configure DNS list.
The DNS IP address checkboxes become active.
b. Click Add (+).
c. In the Add DNS dialog box, enter the DNS IP address to add.
d. Click OK.
The system adds the new IP address to the list of DNS IP addresses.
e. Click OK to apply the changes.
4. To delete a DNS IP address from the list:
a. Select Manually configure DNS list.
The DNS IP address checkboxes become active.
b. Select the DNS IP address to delete and click Delete (X).
The system removes the IP address from the list of DNS IP addresses.
c. Click OK to apply the changes.

5. To obtain DNS addresses from a DHCP server, select Obtain DNS using DHCP
and click OK.

At least one interface must be configured to use DHCP.

Network route management

Routes determine the path taken to transfer data to and from the localhost (the Data
Domain system) to another network or host.

Data Domain systems do not generate or respond to any of the network routing
management protocols (RIP, EGRP/EIGRP, and BGP). The only routing implemented
on a Data Domain system is IPv4 policy-based routing, which allows only one route to
a default gateway per routing table. There can be multiple route tables and multiple
default gateways. A routing table is created for each address that has the same
subnet as a default gateway. The routing rules send the packets with the source IP
address that matches the IP address used to create the table to that routing table. All
other packets that do not have source IP addresses that match a routing table are
sent to the main routing table.

Within each routing table, static routes can be added, but because source routing is
used to get packets to the table, the only static routes that will work are static routes
that use the interface that has the source address of each table. Otherwise it needs to
be put into the main table.

Other than the IPv4 source routing done to these other routing tables, Data Domain
systems use source-based routing for the main routing IPv4 and IPv6 tables, which

means that outbound network packets that match the subnet of multiple interfaces
are routed only over the physical interface whose IP address matches the source IP
address of the packets, which is where they originated.

For IPv6, set static routes when multiple interfaces contain the same |IPv6 subnets,
and the connections are being made to IPv6 addresses with this subnet. Normally,
static routes are not needed with IPv4 addresses with the same subnet, such as for
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backups. There are cases in which static addresses may be required to allow
connections to work, such as connections from the Data Domain system to remote
systems.

Static routes can be added and deleted from individual routing tables by adding or
deleting the table from the route specification. This provides the rules to direct
packets with specific source addresses through specific route tables. If a static route
is required for packets with those source addresses, the routes must be added the
specific table where the IP address is routed.

Note

Routing for connections initiated from the Data Domain system, such as for
replication, depends on the source address used for interfaces on the same subnet. To
force traffic for a specific interface to a specific destination (even if that interface is
on the same subnet as other interfaces), configure a static routing entry between the
two systems: this static routing overrides source routing. This is not needed if the
source address is IPv4 and has a default gateway associated with it. In that case, the
source routing is already handled via its own routing table.

Viewing route information
The Routes tab displays the default gateways, static routes, and dynamic routes.
Procedure
1. Select Hardware > Ethernet > Routes.
Results

The Static Routes area lists the route specification used to configure each static
route. The Dynamic Routes table lists information for each of the dynamically assigned
routes.

Table 27 Dynamic Routes column label descriptions

Item Description

Destination The destination host/network where the network traffic (data) is sent.

Gateway The address of the router in the DD network, or 0.0.0.0 if no gateway is
set.

Genmask The netmask for the destination net. Set to 255.255.255.255 for a host

destination and 0.0.0.0 for the default route.

Flags Possible flags include: U—Route is up, H—Target is a host, G —Use
gateway, R —Reinstate route for dynamic routing, D—Dynamically
installed by daemon or redirect, M —Modified from routing daemon or
redirect, A —Installed by addrconf, C —Cache entry, and ! —Reject

route.

Metric The distance to the target (usually counted in hops). Not used by the
DD OS, but might be needed by routing daemons.

MTU Maximum Transfer Unit (MTU) size for the physical (Ethernet)
interface.

Window Default window size for TCP connections over this route.

IRTT Initial RTT (Round Trip Time) used by the kernel to estimate the best

TCP protocol parameters without waiting on possibly slow answers.
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Table 27 Dynamic Routes column label descriptions (continued)

Item Description

Interface Interface name associated with the routing interface.

Setting the default gateway

You can configure the default gateway manually, or you can configure DD OS to
automatically receive the default gateway IP addresses from a DHCP server.

One advantage to manually configuring the default gateway is that you remove the
dependency on the DHCP server and the interface leading to the DHCP server. To
minimize the risk of service interruption, EMC recommends that you manually
configure the default gateway IP address.

Procedure
1. Select Hardware > Ethernet > Routes.

2. Click Edit next to the default gateway type (IPv4 or IPv6) you want to
configure.

3. To manually configure the default gateway address:
a. Select Manually Configure.
b. Enter the gateway address in the Gateway box.
c. Click OK.

4. To obtain the default gateway address from a DHCP server, select Use DHCP
value and click OK.

At least one interface must be configured to use DHCP.

Creating static routes

Static routes define destination hosts or networks that they system can communicate
with.

Procedure
1. Select Hardware > Ethernet > Routes.
2. Click Create in the Static Routes area.

In the Create Routes dialog, select the interface you want to host the static
route, and click Next.

4. Specify the Destination.

e To specify a destination network, select Network and enter the network
address and netmask for the destination network.

e To specify a destination host, select Host and enter the hostname or IP
address of the destination host.
5. Optionally, specify the gateway to use to connect to the destination network or
host.
a. Select Specify a gateway for this route.
b. Enter the gateway address in the Gateway box.
6. Review the configuration and click Next.

The create routes Summary page appears.
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7. Click Finish.
8. After the process is completed, click OK.

The new route specification is listed in the Route Spec list.

Deleting static routes

Delete a static route when you no longer want the system to communicate with a
destination host or network.

Procedure
1. Select Hardware > Ethernet > Routes.
2. Select the Route Spec of the route specification to delete.
3. Click Delete.
4. Click Delete to confirm and then click Close.

The selected route specification is removed from the Route Spec list.

System passphrase management

The system passphrase is a key that allows a Data Domain system to be transported
with encryption keys on the system. The encryption keys protect the data and the
system passphrase protects the encryption keys.

The system passphrase is a human-readable (understandable) key (like a smart card)
which is used to generate a machine usable AES 256 encryption key. If the system is
stolen in transit, an attacker cannot easily recover the data; at most, they can recover
the encrypted user data and the encrypted keys.

The passphrase is stored internally on a hidden part the Data Domain storage
subsystem. This allows the Data Domain system to boot and continue servicing data
access without any administrator intervention.

Setting the system passphrase

The system passphrase must be set before the system can support data encryption or
request digital certificates.

Before you begin

No minimum system passphrase length is configured when DD OS is installed, but the
CLI provides a command to set a minimum length. To determine if a minimum length is
configured for the passphrase, enter the system passphrase option show CLI
command.

Procedure
1. Select Administration > Access > Administrator Access.

If the system passphrase is not set, the Set Passphrase button appears in the
Passphrase area. If a system passphrase is configured, the Change Passphrase
button appears, and your only option is to change the passphrase.

2. Click the Set Passphrase button.
The Set Passphrase dialog appears.

3. Enter the system passphrase in the boxes and click Next.
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If a minimum length is configured for the system passphrase, the passphrase
you enter must contain the minimum number of characters.
Results

The system passphrase is set and the Change Passphrase button replaces the Set
Passphrase button.

Changing the system passphrase

The administrator can change the passphrase without having to manipulate the actual
encryption keys. Changing the passphrase indirectly changes the encryption of the
keys, but does not affect user data or the underlying encryption key.

Changing the passphrase requires two-user authentication to protect against data
shredding.

Procedure
Select Administration > Access > Administrator Access.
2. To change the system passphrase, click Change Passphrase.

The Change Passphrase dialog appears.

Note

The file system must be disabled to change the passphrase. If the file system is
running, you are prompted to disable it.

3. In the text fields, provide:

¢ The user name and password of a Security Officer account (an authorized
user in the Security User group on that Data Domain system).

e The current passphrase when changing the passphrase.

e The new passphrase, which must contain the minimum number of characters
configured with the system passphrase option set min-length
command.

Click the checkbox for Enable file system now.
Click OK.

NOTICE

Be sure to take care of the passphrase. If the passphrase is lost, you can never
unlock the file system and access the data; the data is irrevocably lost.

System access management

System access management features allow you to control system access to users in a
local database or in a network directory. Additional controls define different access
levels and control which protocols can access the system.
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Role-based access control

Role-based access control (RBAC) is an authentication policy that controls which DD
System Manager controls and CLI commands a user can access on a system.

For example, users who are assigned the admin role can configure and monitor an
entire system, while users who are assigned the user role are limited to monitoring a
system. When logged into DD System Manager, users see only the program features
that they are permitted to use based on the role assigned to the user. The following
roles are available for administering and managing the DD OS.

admin

An admin role user can configure and monitor the entire Data Domain system.
Most configuration features and commands are available only to adminrole users.
However, some features and commands require the approval of a security role
user before a task is completed.

limited-admin
The /imited-admin role can configure and monitor the Data Domain system with

some limitations. Users who are assigned this role cannot perform data deletion
operations, edit the registry, or enter bash or SE mode.

user

The userrole enables users to monitor systems and change their own password.
Users who are assigned the user management role can view system status, but
they cannot change the system configuration.

security (security officer)

A security role user, who may be referred to as a security officer, can manage
other security officers, authorize procedures that require security officer
approval, and perform all tasks supported for user-role users.

The security role is provided to comply with the Write Once Read-Many (WORM)
regulation. This regulation requires electronically stored corporate data be kept in
an unaltered, original state for purposes such as eDiscovery. EMC Data Domain
added auditing and logging capabilities to enhance this feature. As a result of
compliance regulations, most command options for administering sensitive
operations, such as DD Encryption, DD Retention Lock Compliance, and archiving
now require security officer approval.

In a typical scenario, an adminrole user issues a command and, if security officer
approval is required, the system displays a prompt for approval. To proceed with
the original task, the security officer must enter his or her username and
password on the same console at which the command was run. If the system
recognizes the security officer credentials, the procedure is authorized. If not, a
security alert is generated.

The following are some guidelines that apply to security-role users:

e Only the sysadmin user (the default user created during the DD OS
installation) can create the first security officer, after which the privilege to
create security officers is removed from the sysadmin user.

o After the first security officer is created, only security officers can create
other security officers.

o Creating a security officer does not enable the authorization policy. To enable
the authorization policy, a security officer must log in and enable the
authorization policy.
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e Separation of privilege and duty apply. admin role users cannot perform
security officer tasks, and security officers cannot perform system
configuration tasks.

o During an upgrade, if the system configuration contains security officers, a
sec-off-defaults permission is created that includes a list of all current
security officers.

backup-operator

A backup-operatorrole user can perform all tasks permitted for userrole users,
create snapshots for MTrees, import, export, and move tapes between elements
in a virtual tape library, and copy tapes across pools.

A backup-operatorrole user can also add and delete SSH public keys for non-
password-required log ins. (This function is used mostly for automated scripting.)
He or she can add, delete, reset and view CLI command aliases, synchronize
modified files, and wait for replication to complete on the destination system.

none

The nonerole is for DD Boost authentication and tenant-unit users only. A none
role user can log in to a Data Domain system and can change his or her password,
but cannot monitor, manage, or configure the primary system. When the primary
system is partitioned into tenant units, either the tenant-admin or the tenant-user
role is used to define a user's role with respect to a specific tenant unit. The
tenant user is first assigned the none role to minimize access to the primary
system, and then either the tenant-admin or the tenant-userrole is appended to
that user.

tenant-admin
A tenant-admin role can be appended to the other (non-tenant) roles when the
Secure Multi-Tenancy (SMT) feature is enabled. A tenant-admin user can
configure and monitor a specific tenant unit.

tenant-user

A tenant-userrole can be appended to the other (non-tenant) roles when the
SMT feature is enabled. The tenant-user role enables a user to monitor a specific
tenant unit and change the user password. Users who are assigned the tenant-
user management role can view tenant unit status, but they cannot change the
tenant unit configuration.

Access management for IP protocols

This feature manages system access for the FTP, FTPS, HTTP, HTTPS, SSH, SCP,
and Telnet protocols.

Viewing the IP services configuration

The Administrator Access tab displays the configuration status for the IP protocols
that can be used to access the system. FTP and FTPS are the only protocols that are
restricted to administrators.

Procedure
1. Select Administration > Access > Administrator Access.
Results

The Access Management page displays the Administrator Access, Local Users,
Authentication, and Active Users tabs.
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Table 28 Administrator Access tab information

Item Description

Passphrase If no passphrase is set, the Set Passphrase button appears. If a
passphrase is set, the Change Passphrase button appears.

Services The name of a service/protocol that can access the system.

Enabled (Yes/No) The status of the service. If the service is disabled, enable it by
selecting it in the list and clicking Configure. Fill out the General
tab of the dialog box. If the service is enabled, modify its settings
by selecting it in the list and clicking Configure. Edit the settings
in the General tab of the dialog box.

Allowed Hosts The host or hosts that can access the service.

Service Options The port or session timeout value for the service selected in the
list.

FTP/FTPS Only the session timeout can be set.

HTTP port The port number opened for the HTTP protocol (port 80, by
default).

HTTPS port The port number opened for the HTTPS protocol (port 443, by
default).

SSH/SCP port The port number opened for the SSH/SCP protocol (port 22, by
default).

Telnet No port number can be set.

Session Timeout The amount of inactive time allowed before a connection closes.

The default is Infinite, that is, the connection does not close. EMC
recommends a session timeout maximum of five minutes. Use the
Advanced tab of the dialog box to set a timeout in seconds.

The File Transfer Protocol (FTP) allows administrators to access files on the Data
Domain system.

You can enable either FTP or FTPS access to users who are assigned the admin
management role. FTP access allows admin user names and passwords to cross the
network in clear text, making FTP an insecure access method. FTPS is recommended
as a secure access method. When you enable either FTP or FTPS access, the other
access method is disabled.

Note

Only users who are assigned the admin management role are permitted to access the
system using FTP

Note

LFTP clients that connect to a Data Domain system via FTPS or FTP are disconnected
after reaching a set timeout limit. However the LFTP client uses its cached username
and password to reconnect after the timeout while you are running any command.
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Procedure

Select Administration > Access > Administrator Access.
Select FTP and click Configure.

To manage FTP access and which hosts can connect, select the General tab
and do the following:

a. To enable FTP access, select Allow FTP Access.
b. To enable all hosts to connect, select Allow all hosts to connect.

c. To restrict access to select hosts, select Limit Access to the following
systems, and modify the Allowed Hosts list.

Note

You can identify a host using a fully qualified hostname, an IPv4 address, or
an |IPv6 address.

¢ To add a host, click Add (+). Enter the host identification and click OK.

e To modify a host ID, select the host in the Hosts list and click Edit
(pencil). Change the host ID and click OK.

e Toremove a host ID, select the host in the Hosts list and click Delete

(X)-

4, To set a session timeout, select the Advanced tab, and enter the timeout value
in seconds.

Note

The session timeout default is Infinite, that is, the connection does not close.

5. Click OK.

If FTPS is enabled, a warning message appears with a prompt to click OK to
proceed.

Managing FTPS access

The FTP Secure (FTPS) protocol allows administrators to access files on the Data
Domain system.

FTPS provides additional security over using FTP, such as support for the Transport
Layer Security (TLS) and for the Secure Sockets Layer (SSL) cryptographic
protocols. Consider the following guidelines when using FTPS.

e Only users who are assigned the admin management role are permitted to access
the system using FTPS.

e When you enable FTPS access, FTP access is disabled.

e FTPS does not show up as a service for DD systems that run DD OS 5.2, managed
from a DD system running DD OS 5.3 or later.

¢ When you issue the get command, the fatal error message SSL read: wrong
version number 1ftp appears if matching versions of SSL are not installed on
the Data Domain system and compiled on the LFTP client . As a workaround,
attempt to re-issue the get command on the same file.
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Procedure

Select Administration > Access > Administrator Access.
Select FTPS and click Configure.

To manage FTPS access and which hosts can connect, select the General tab
and do the following:

a. To enable FTPS access, select Allow FTPS Access.
b. To enable all hosts to connect, select Allow all hosts to connect.

c. To restrict access to select hosts, select Limit Access to the following
systems, and modify the hosts list.

Note

You can identify a host using a fully qualified hostname, an IPv4 address, or
an |IPv6 address.

¢ To add a host, click Add (+). Enter the host identification and click OK.

e To modify a host ID, select the host in the Hosts list and click Edit
(pencil). Change the host ID and click OK.

e Toremove a host ID, select the host in the Hosts list and click Delete

(X)-

4, To set a session timeout, select the Advanced tab and enter the timeout value
in seconds.

Note

The session timeout default is Infinite, that is, the connection does not close.

5. Click OK. If FTP is enabled, a warning message appears and prompts you to
click OK to proceed.

Managing HTTP and HTTPS access

HTTP or HTTPS access is required to support browser access to DD System Manager.
Procedure

Select Administration > Access > Administrator Access.
2. Select HTTP or HTTPS and click Configure.

The Configure HTTP/HTTPS Access dialog appears and displays tabs for
general configuration, advanced configuration, and certificate management.

3. To manage the access method and which hosts can connect, select the General
tab and do the following:

a. Select the checkboxes for the access methods you want to allow.
b. To enable all hosts to connect, select Allow all hosts to connect.

c. To restrict access to select hosts, select Limit Access to the following
systems, and modify the host list.
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Note

You can identify a host using a fully qualified hostname, an IPv4 address, or
an |IPv6 address.

¢ To add a host, click Add (+). Enter the host identification and click OK.

e To modify a host ID, select the host in the Hosts list and click Edit
(pencil). Change the host ID and click OK.

e Toremove a host ID, select the host in the Hosts list and click Delete
(X).
4. To configure system ports and session timeout values, select the Advanced

tab, and complete the form.

¢ Inthe HTTP Port box, enter the port number. Port 80 is assigned by
default.

¢ Inthe HTTPS Port box, enter the number. Port 443 is assigned by default.

¢ In the Session Timeout box, enter the interval in seconds that must elapse
before a connection closes. The minimum is 60 seconds and the maximum is
31536000 seconds (one year).

Note

The session timeout default is Infinite, that is, the connection does not close.

5. Click OK.

Managing host certificates for HTTP and HTTPS

A host certificate allows browsers to verify the identity of the system when
establishing management sessions.

Requesting a host certificate for HTTP and HTTPS

You can use DD System Manager to generate a host certificate request, which you
can then forward to a Certificate Authority (CA).

Note

You must configure a system passphrase (system passphrase set) before you can
generate a CSR.

Procedure
1. Select Administration > Access > Administrator Access.
2. Inthe Services area, select HTTP or HTTPSand click Configure.
3. Select the Certificate tab.
4. Click Add.

A dialog appears for the protocol you selected earlier in this procedure.

5. Click Generate the CSR for this Data Domain system.

The dialog expands to display a CSR form.
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Note

DD OS supports one active CSR at a time. After a CSR is generated, the
Generate the CSR for this Data Domain system link is replaced with the
Download the CSR for this Data Domain system link. To delete a CSR, use
the adminaccess certificate cert-signing-request delete CLI
command.

Complete the CSR form and click Generate and download a CSR.

The CSR file is saved at the following path: /ddvar/certificates/
CertificateSigningRequest.csr. Use SCP, FTP or FTPS to transfer the
CSR file from the system to a computer from which you can send the CSR to a
CA.

Adding a host certificate for HTTP and HTTPS

You can use DD System Manager to add a host certificate to the system.

Procedure

1.

o o & o

If you did not requested a host certificate, request a host certificate from a
certificate authority.

When you receive a host certificate, copy or move it to the computer from
which you run DD Service Manager.

Select Administration > Access > Administrator Access.

In the Services area, select HTTP or HTTPS and click Configure.
Select the Certificate tab.

Click Add.

A dialog appears for the protocol you selected earlier in this procedure.

To add a host certificate enclosed in a .p12 file, do the following:
a. Select | want to upload the certificate as a .p12 file.
b. Type the password in the Password box.
c. Click Browse and select the host certificate file to upload to the system.
d. Click Add.
To add a host certificate enclosed in a .pem file, do the following:

a. Select | want to upload the public key as a .pem file and use a generated
private key.

b. Click Browse and select the host certificate file to upload to the system.

c. Click Add.

Deleting a host certificate for HTTP and HTTPS

DD OS supports one host certificate for HTTP and HTTPS. If the system is currently
using a host certificate and you want to use a different host certificate, you must
delete the current certificate before adding the new certificate.

Procedure

1.
2,

Select Administration > Access > Administrator Access.

In the Services area, select HTTP or HTTPS and click Configure.
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3. Select the Certificate tab.
4. Select the certificate you want to delete.
5. Click Delete, and click OK.

Managing SSH and SCP access

SSH is a secure protocol that enables network access to the system CLI, with or
without SCP (secure copy). You can use DD System Manager to enable system
access using the SSH protocol. SCP requires SSH, so when SSH is disabled, SCP is
automatically disabled.

Procedure

1. Select Administration > Access > Administrator Access.
Select SSH or SCP and click Configure.

To manage the access method and which hosts can connect, select the General
tab.

a. Select the checkboxes for the access methods you want to allow.
b. To enable all hosts to connect, select Allow all hosts to connect.

c. To restrict access to select hosts, select Limit Access to the following
systems, and modify the host list.

Note

You can identify a host using a fully qualified hostname, an IPv4 address, or
an IPv6 address.

¢ To add a host, click Add (+). Enter the host identification and click OK.

¢ To modify a host ID, select the host in the Hosts list and click Edit
(pencil). Change the host ID and click OK.

e Toremove a host ID, select the host in the Hosts list and click Delete
(X).
4. To configure system ports and session timeout values, click the Advanced tab.

¢ Inthe SSH/SCP Port text entry box, enter the port number. Port 22 is
assigned by default.

¢ In the Session Timeout box, enter the interval in seconds that must elapse
before connection closes.

Note

The session timeout default is Infinite, that is, the connection does not close.

Note

Click Default to revert to the default value.

5. Click OK.
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Managing Telnet access

Telnet is an insecure protocol that enables network access to the system CLI.

Note

Telnet access allows user names and passwords to cross the network in clear text,
making Telnet an insecure access method.

Procedure
1. Select Administration > Access > Administrator Access.
2. Select Telnet and click Configure.
3. To manage Telnet access and which hosts can connect, select the General tab.
a. To enable Telnet access, select Allow Telnet Access.
b. To enable all hosts to connect, select Allow all hosts to connect.

c. To restrict access to select hosts, select Limit Access to the following
systems, and modify the host list.

Note

You can identify a host using a fully qualified hostname, an IPv4 address, or
an IPv6 address.

¢ To add a host, click Add (+). Enter the host identification and click OK.

e To modify a host ID, select the host in the Hosts list and click Edit
(pencil). Change the host ID and click OK.

e Toremove a host ID, select the host in the Hosts list and click Delete

(X)-

4. To set a session timeout, select the Advanced tab and enter the timeout value
in seconds.

Note

The session timeout default is Infinite, that is, the connection does not close.

5. Click OK.

Local user account management

A local user is a user account (user name and password) that is configured on the Data
Domain system instead of being defined in a Windows Active Directory, Windows
Workgroup, or NIS directory.

UID conflicts: local user and NIS user accounts

When you set up a Data Domain system in an NIS environment, be aware of potential
UID conflicts between local and NIS user accounts.

Local user accounts on a Data Domain system start with a UID of 500. To avoid
conflicts, consider the size of potential local accounts when you define allowable UID
ranges for NIS users.
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Viewing local user information

Local users are user accounts that are defined on the system, rather than in Active
Directory, a Workgroup, or UNIX. You can display the local user's username,
management role, login status, and target disable date. You can also display the user's
password controls and the tenant units the user can access.

Note

The user-authentication module uses Greenwich Mean Time (GMT). To ensure that
user accounts and passwords expire correctly, configure settings to use the GMT that
corresponds to the target local time.

Procedure

1. Select Administration > Access > Local Users .

The Local Users view appears and shows the Local Users table and the Detailed

Information area.

Table 29 Local user list column label descriptions

Item

Description

Name

Management Role

Status

Disable Date
Last Login From

Last Login Time

The user ID, as added to the system.

The role displayed is admin, user, security, backup-operator, or
none. In this table, Tenant user roles are displayed as none. To see
an assigned tenant role, select the user and view the role in the
Detailed Information area.

e Active—User access to the account is permitted.

e Disabled—User access to the account is denied because the
account is administratively disabled, the current date is beyond
the account expiration date, or a locked account’s password
requires renewal.

e |ocked—User access is denied because the password expired.
The date the account is set to be disabled.
The location where the user last logged in.

The time the user last logged in.

Note

User accounts configured with the admin or security officer roles can view all
users. Users with other roles can view only their own user accounts.

2. Select the user you want to view from the list of users.

Information about the selected user displays in the Detailed Information area.
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Table 30 Detailed User Information, Row Label Descriptions

Item Description

Tenant-User The list of tenant units the user can access as a tenant-user role
user.

Tenant-Admin The list of tenant units the user can access as a tenant-admin role
user.

Password Last Changed The date the password was last changed.

Minimum Days Between The minimum number of days between password changes that you
Change allow a user. Default is O.

Maximum Days Between The maximum number of days between password changes that you
Change allow a user. Default is 90.

Warn Days Before Expire The number of days to warn the users before their password
expires. Default is 7.

Disable Days After Expire The number of days after a password expires to disable the user
account. Default is Never.

Note

The default values are the initial default password policy values. A system
administrator (admin role) can change them by selecting More Tasks > Change
Login Options.

Creating local users

Create local users when you want to manage access on the local system instead of
through an external directory. Data Domain systems support a maximum of 500 local
user accounts.

Procedure
1. Select Administration > Access > Local Users.

The Local Users view appears.

2. Click Create to create a new user.

The Create User dialog appears.
3. Enter user information in the General Tab.

Table 31 Create User dialog, general controls

Item Description
User The user ID or name.
Password The user password. Set a default password, and the user can

change it later.
Verify Password The user password, again.

Management Role The role assigned to the user, which can be admin, user, security,
backup-operator, or none. .
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Table 31 Create User dialog, general controls (continued)

Item

Description

Force Password Change

Note

Only the sysadmin user (the default user created during the DD OS
installation) can create the first security-role user. After the first
security-role user is created, only security-role users can create
other security-role users.

Select this checkbox to require that the user change the password
during the first login when logging in to DD System Manager or to
the CLI with SSH or Telnet.

The default value for the minimum length of a password is 6 characters. The
default value for the minimum number of character classes required for a user
password is 1. Allowable character classes include:

e Lowercase letters (a-z)

e Uppercase letters (A-2)

¢ Numbers (0-9)

¢ Special Characters ($, %, #, +, and so on)

Note

Sysadmin is the default admin-role user and cannot be deleted or modified.

4. To manage password and account expiration, select the Advanced tab and use
the controls described in the following table.

Table 32 Create User dialog, advanced controls

Item

Description

Minimum Days Between
Change

Maximum Days Between
Change

Warn Days Before Expire

Disable Days After Expire

Disable account on the
following date

The minimum number of days between password changes that you
allow a user. Default is 0.

The maximum number of days between password changes that you
allow a user. Default is 90.

The number of days to warn the users before their password
expires. Default is 7.

The number of days after a password expires to disable the user
account. Default is Never.

Check this box and enter a date (mm/dd/yyyy) when you want to
disable this account. Also, you can click the calendar to select a
date.

5. Click OK.
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Note

Note: The default password policy can change if an admin-role user changes
them (More Tasks > Change Login Options). The default values are the initial
default password policy values.

Modifying a local user profile

After you create a user, you can use DD System Manager to modify the user
configuration.

Procedure
1. Select Administration > Access > Local Users.

The Local Users view appears.

2. Click a user name from the list.
3. Click Modify to make changes to a user account.
The Modify User dialog box appears.

4. Update the information on the General tab.

Note

If SMT is enabled and a role change is requested from none to any other role,
the change is accepted only if the user is not assigned to a tenant-unit as a
management-user, is not a DD Boost user with its default-tenant-unit set, and is
not the owner of a storage-unit that is assigned to a tenant-unit.

Table 33 Modify User dialog, general controls

Item Description
User The user ID or name.
Role Select the role from the list.

5. Update the information on the Advanced tab.

Table 34 Modify User dialog, advanced controls

Item Description

Minimum Days Between The minimum number of days between password changes that you
Change allow a user. Default is O.

Maximum Days Between The maximum number of days between password changes that you
Change allow a user. Default is 90.

Warn Days Before Expire The number of days to warn the users before their password
expires. Default is 7.

Disable Days After Expire The number of days after a password expires to disable the user
account. Default is Never.

6. Click OK.
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Deleting a local user

You can delete certain users based on your user role. If one of the selected users
cannot be deleted, the Delete button is disabled.

The sysadmin user cannot be deleted. Admin users cannot delete security officers.
Only security officers can delete, enable, and disable other security officers.

Procedure
1. Select Administration > Access > Local Users.

The Local Users view appears.

Click one or more user names from the list.
Click Delete to delete the user accounts.

The Delete User dialog box appears.

4, Click OK and Close.

Enabling and disabling local users

Admin users can enable or disable all users except the sysadmin user and users with
the security role. The sysadmin user cannot be disabled. Only Security officers can
enable or disable other security officers.

Procedure
1. Select Administration > Access > Local Users.

The Local Users view appears.

Click one or more user names from the list.
Click either Enable or Disable to enable or disable user accounts.

The Enable or Disable User dialog box appears.

4. Click OK and Close.

Enabling security authorization

You can use the Data Domain system command-line interface (CLI) to enable and
disable the security authorization policy.

For information on the commands used in this procedure, see the EMC Data Domain
Operating System Command Reference Guide.

Note

The DD Retention Lock Compliance license must be installed. You are not permitted to
disable the authorization policy on DD Retention Lock Compliance systems.

Procedure

1. Log into the CLI using a security officer username and password.

2. To enable the security officer authorization policy, enter: # authorization
policy set security-officer enabled
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After you create a user, you can use DD System Manager to change the user's
password. Individual users can also change their own passwords.

Procedure

1.

Click Administration > Access > Local Users.

The Local Users view appears.

Click a user name from the list.
Click Change Password to change the user password.
The Change Password dialog box appears.

If prompted, enter your old password.

Enter the new password into the New Password box.
Enter the new password again into Verify New Password box.
Click OK.

Modifying the password policy and login controls

The password policy and login controls define login requirements for all users.
Administrators can specify how often a password must be changed, what is required
to create a valid password, and how the system responds to invalid login attempts.

Procedure

4.

Select Administration > Access.

Select More Tasks > Change Login Options.

The Change Login Options dialog appears.

Specify the new configuration in the boxes for each option. To select the
default value, click Default next to the appropriate option.

Click OK to save the password settings.

Change Login Options dialog

Use this dialog to set the password policy and specify the maximum login attempts
and lockout period.

Table 35 Change Login Options dialog controls

Item

Description

Minimum Days Between The minimum number of days between password changes that you
Change allow a user. This value must be less than the Maximum Days

Between Change value minus the Warn Days Before Expire
value. The default setting is O.

Maximum Days Between The maximum number of days between password changes that you
Change allow a user. The minimum value is 1. The default value is 90.

Warn Days Before Expire The number of days to warn the users before their password

expires. This value must be less than the Maximum Days
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Table 35 Change Login Options dialog controls (continued)

Item Description

Between Change value minus the Minimum Days Between
Change value. The default setting is 7.

Disable Days After Expire The system disables a user account after password expiration
according to the number of days specified with this option. Valid
entries are never or number greater than or equal to 0. The default
setting is never.

Minimum Length of The minimum password length required. Default is 6.
Password

Minimum Number of The minimum number of character classes required for a user
Character Classes password. Default is 1. Character classes include:

e Lowercase letters (a-z)
e Uppercase letters (A-Z)
e Numbers (0-9)

e Special Characters ($, %, #, +, and so on)

Lowercase Character Enable or disable the requirement for at least one lowercase
Requirement character. The default setting is disabled.
Uppercase Character Enable or disable the requirement for at least one uppercase
Requirement character. The default setting is disabled.

One Digit Requirement Enable or disable the requirement for at least one numerical
character. The default setting is disabled.

Special Character Enable or disable the requirement for at least one special character.
Requirement The default setting is disabled.
Max Consecutive Enable or disable the requirement for a maximum of three repeated

Character Requirement  characters. The default setting is disabled.

Prevent use of Last N Specify the number of remembered passwords. The range is O to
Passwords 24, and the default settings is 1.
Note

If this setting is reduced, the remembered password list remains
unchanged until the next time the password is changed. For
example, if this setting is changed from 4 to 3, the last four
passwords are remembered until the next time the password is
changed.

Maximum login attempts Specifies the maximum number of login attempts before a
mandatory lock is applied to a user account. This limit applies to all
user accounts, including sysadmin. A locked user cannot log in
while the account is locked. The range is 4 to 10, and the default

value is 4.
Unlock timeout Specifies how long a user account is locked after the maximum
(seconds) number of login attempts. When the configured unlock timeout is

reached, a user can attempt login. The range is 120 to 600 seconds,
and the default period is 120 seconds.
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Directory user and group management

You can use DD System Manager to manage access to the system for users and
groups in Windows Active Directory, Windows Workgroup, and NIS. Kerberos
authentication is an option for CIFS and NFS clients.

Viewing Active Directory and Kerberos information

The Active Directory Kerberos configuration determines the methods CIFS and NFS
clients use to authenticate. The Active Directory/Kerberos Authentication panel
displays this configuration.

Procedure

1. Select Administration > Access > Authentication.

2. Expand the Active Directory/Kerberos Authentication panel.

Table 36 Active Directory/ Kerberos Authentication label descriptions

Item Description

Mode The type of authentication mode. In Windows/Active Directory
mode, CIFS clients use Active Directory and Kerberos
authentication, and NFS clients use Kerberos authentication. In
Unix mode, CIFS clients use Workgroup authentication (without
Kerberos), and NFS clients use Kerberos authentication. In
Disabled mode, Kerberos authentication is disabled and CIFS
clients use Workgroup authentication.

Realm The realm name of the Workgroup or Active Directory.

DDNS Whether or not the Dynamic Domain Name System is enabled.

Domain Controllers The name of the domain controller for the Workgroup or Active
Directory.

Organizational Unit The name of the organizations unit for the Workgroup or Active
Directory.

CIFS Server Name The name of the CIFS server in use (Windows mode only).

WINS Server The name of the WINS server in use (Windows mode only).

Short Domain Name An abbreviated name for the domain.

NTP Enabled/Disabled (UNIX mode only)

NIS Enabled/Disabled (UNIX mode only)

Key Distribution Centers  Hostname(s) or IP(s) of KDC in use (UNIX mode only)

Active Directory Enabled/Disabled: Click to Enable or disable administrative access
Administrative Access for Active Directory (Windows) groups.

Table 37 Active Directory administrative groups and roles

Item Description
Windows Group The name of the Windows group.
Management Role The role of the group (admin, user, and so on)

Directory user and group management 103



Managing Data Domain Systems

Configuring Active Directory and Kerberos authentication

Configuring Active Directory authentication makes the Data Domain system part of a
Windows Active Directory realm. CIFS clients and NFS clients use Kerberos
authentication.

Procedure

1.

10.

1.

Select Administration > Access > Authentication.

The Authentication view appears.

Expand the Active Directory/Kerberos Authentication panel.

Click Configure... next to Mode to start the configuration wizard.
The Active Directory/Kerberos Authentication dialog appears.
Select Windows/Active Directory and click Next.

Enter the full realm name for the system (for example: domaini.local), the user
name, and password for the Data Domain system. Then click Next.

Note

Use the complete realm name. Ensure that the user is assigned sufficient
privileges to join the system to the domain. The user name and password must
be compatible with Microsoft requirements for the Active Directory domain.
This user must also be assigned permission to create accounts in this domain.

Select the default CIFS server name, or select Manual and enter a CIFS server
name.

To select domain controllers, select Automatically assign, or select Manual
and enter up to three domain controller names.

You can enter fully qualified domain names, hostnames, or IP (IPv4 or IPv6)
addresses.

To select an organizational unit, select Use default Computers, or select
Manual and enter an organization unit name.

Note

The account is moved to the new organizational unit.

Click Next.

The Summary page for the configuration appears.

Click Finish.

The system displays the configuration information in the Authentication view.

To enable administrative access, click Enable to the right of Active Directory
Administrative Access.

Authentication mode selections

The authentication mode selection determines how CIFS and NFS clients authenticate
using supported combinations of Active Directory, Workgroup, and Kerberos
authentication.

DD OS supports the following authentication options.
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e Disabled: Kerberos authentication is disabled for CIFS and NFS clients. CIFS
clients use Workgroup authentication.

e Windows/Active Directory: Kerberos authentication is enabled for CIFS and NFS
clients. CIFS clients use Active Directory authentication.

e Unix: Kerberos authentication is enabled for only NFS clients. CIFS clients use
Workgroup authentication.

Managing administrative groups for Active Directory

You can use the Active Directory/Kerberos Authentication panel to create, modify,
and delete Active Directory (Windows) groups and assign management roles (admin,
backup-operator, and so on) to those groups.

To prepare for managing groups, select Administration > Access > Authentication
expand the Active Directory/Kerberos Authentication panel, and click the Active
Directory Administrative Access Enable button.

Creating administrative groups for Active Directory

Create an administrative group when you want to assign a management role to all the
users configured in an Active Directory group.

Before you begin

Enable Active Directory Administrative Access on the Active Directory/Kerberos
Authentication panel in the Administration > Access > Authentication page.

Procedure

1. Click Create....

2. Enter the domain and group name separated by a backslash. For example:
domainname\groupname.

Select the management role for the group from the drop-down menu.
Click OK.

Modifying administrative groups for Active Directory

Modify an administrative group when you want to change the administrative group
name or management role configured for an Active Directory group.

Before you begin

Enable Active Directory Administrative Access on the Active Directory/Kerberos
Authentication panel in the Administration > Access > Authentication page.

Procedure

1. Select a group to modify under the Active Directory Administrative Access
heading.

Click Modify....

Modify the domain and group name. These names are separated by a backslash.
For example: domainname\groupname.

4. Modify the management role for the group by selecting a different role from the
drop-down menu.
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Deleting administrative groups for Active Directory

Delete an administrative group when you want to terminate system access for all the
users configured in an Active Directory group.

Before you begin

Enable Active Directory Administrative Access on the Active Directory/Kerberos
Authentication panel in the Administration > Access > Authentication page.

Procedure

1. Select a group to delete under the Active Directory Administrative Access
heading.

2. Click Delete.

Configuring UNIX Kerberos authentication

Configuring UNIX Kerberos authentication enables NFS clients to use Kerberos
authentication. CIFS clients use Workgroup authentication.

Before you begin

NIS must be running for UNIX-mode Kerberos authentication to function. For
instructions about enabling Kerberos, see the section regarding enabling NIS services.

Configuring Kerberos for UNIX enables NFS clients to use Kerberos authentication.
CIFS clients use Workgroup authentication.

Procedure
1. Select Administration > Access > Authentication.

The Authentication view appears.

Expand the Active Directory/Kerberos Authentication panel.
Click Configure... next to Mode to start the configuration wizard.
The Active Directory/Kerberos Authentication dialog appears.

4. Select Unix and click Next.

Enter the realm name (for example: domaini.local), and up to three host names
or IP addresses (IPv4 or IPv6) for key distribution centers (KDCs).

6. Optionally, click Browse to upload a keytab file, and click Next.

The Summary page for the configuration appears.

Note

Keytab files are generated on the authentication servers (KDCs) and contain a
shared secret between the KDC server and the DDR.

NOTICE

A keytab file must be uploaded and imported for Kerberos authentication to
operate correctly.

7. Click Finish.

The system displays the configuration information in the Active Directory/
Kerberos Authentication panel.
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Disabling Kerberos authentication

Disabling Kerberos authentication prevents CIFS and NFS clients from using Kerberos
authentication. CIFS clients use Workgroup authentication.

Procedure
1. Select Administration > Access Management > Authentication.

The Authentication view appears.

Expand the Active Directory/Kerberos Authentication panel.

Click Configure... next to Mode to start the configuration wizard.

The Active Directory/Kerberos Authentication dialog appears.
4. Select Disabled and click Next.

The system displays a summary page with changes appearing in bold text.
5. Click Finish.

The system displays Disabled next to Mode in the Active Directory/Kerberos
Authentication panel.

Viewing Workgroup authentication information

Use the Workgroup Authentication panel to view Workgroup configuration
information.

Procedure
1. Select Administration > Access > Authentication.

2. Expand the Workgroup Authentication panel.

Table 38 Workgroup Authentication label descriptions

Item Description

Mode The type of authentication mode (Workgroup or Active Directory).
Workgroup name The specified workgroup

CIFS Server Name The name of the CIFS server in use.

WINS Server The name of the WINS server in use.

Configuring workgroup authentication parameters

Workgroup authentication parameters allow you to configure a Workgroup name and
CIFS server name.

Procedure
1. Select Administration > Access > Authentication.

The Authentication view appears.

Expand the Workgroup Authentication panel.
Click Configure.
The Workgroup Authentication dialog appears.
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4. For Workgroup Name, select Manual and enter a workgroup name to join, or
use the default.

The Workgroup mode joins a Data Domain system to a workgroup domain.

5. For CIFS Server Name, select Manual and enter a server name (the DDR), or
use the default.

6. Click OK.

Viewing NIS authentication information

The NIS Authentication panel displays the NIS configuration parameters and whether
NIS authentication is enabled or disabled.

Procedure
1. Select Administration > Access > Authentication.

The Authentication view appears.

2. Expand the NIS Authentication panel.

Results

Table 39 NIS Authentication panel items

Item Description

NIS Status Enabled or Disabled.

Domain Name The name of the domain for this service.
Server Authentication server(s).

NIS Group The name of the NIS group.

Management Role The role of the group (admin, user, and so on).

Enabling and disabling NIS authentication

Use the NIS Authentication panel to enable and disable NIS authentication.
Procedure
1. Select Maintenance > Access > Authentication.

The Authentication view appears.

Expand the NIS Authentication panel.

3. Click Enable next to NIS Status to enable or Disable to disable NIS
Authentication.

The Enable or Disable NIS dialog box appears.

4. Click OK.

Configuring the NIS domain name

Use the NIS Authentication panel to configure the NIS domain name.
Procedure
1. Select Administration > Access > Authentication.

The Authentication view appears.
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Expand the NIS Authentication panel.
Click Edit next to Domain Name to edit the NIS domain name.

The Configure NIS Domain Name dialog box appears.

Enter the domain name in the Domain Name box.
Click OK.

Specifying NIS authentication servers

Use the NIS Authentication panel to specify NIS authentication servers.

Configuring NIS groups

Procedure

1.

Select Administration > Access > Authentication.

The Authentication view appears.

Expand the NIS Authentication panel.
Below Domain Name, select one of the following:

e Obtain NIS Servers from DHCP The system automatically obtains NIS
servers using DHCP

¢ Manually Configure Use the following procedures to manually configure
NIS servers.

e To add an authentication server, click Add (+) in the server table, enter the
server name, and click OK.

e To modify an authentication server, select the authentication server name
and click the edit icon (pencil). Change the server name, and click OK.

¢ To remove an authentication server name, select a server, click the X icon,
and click OK.

Click OK.

Use the NIS Authentication panel to configure NIS groups.

Procedure

1.

Select Administration > Access > Authentication.

The Authentication view appears.

Expand the NIS Authentication panel.
Configure the NIS groups in the NIS Group table.

e To add a NIS group, click Add (+), enter the NIS group name and role, and
click Validate. Click OK to exit the add NIS group dialog box. Click OK again
to exit the Configure Allowed NIS Groups dialog box.

¢ To modify an NIS group, select the checkbox of the NIS group name in the
NIS group list and click Edit (pencil). Change the NIS group name, and click
OK.

¢ To remove an NIS group name, select the NIS group in the list and click
Delete X.

Click OK.
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Configuring mail server settings

The Mail Server tab allows you to specify the mail server to which DD OS sends email
reports.
Procedure
Select Administration > Settings > Mail Server.
2. Select More Tasks > Set Mail Server.

The Set Mail Server dialog box appears.

Enter the name of the mail server in the Mail Server box.
Click OK.

Managing time and date settings
The Time and Date Settings tab allows you to view and configure the system time and
date or configure the Network Time Protocol to set the time and date.

Procedure

1. To view the current time and date configuration, select Administration >
Settings > Time and Date Settings.

The Time and Date Settings page presents the current system date and time,
shows whether NTP is enabled or not, and lists the IP addresses or hostnames
of configured NTP servers.

2. To change the configuration, select More Tasks > Configure Time Settings.

The Configure Time Settings dialog appears.

3. Inthe Time Zone dropdown list, select the time zone where the Data Domain
system resides.

4. To manually set the time and date, select None, type the date in the Date box,
and select the time in the Time dropdown lists.

5. Touse NTP to synchronize the time, select NTP and set how the NTP server is
accessed.

e = Touse DHCP to automatically select a server, select Obtain NTP
Servers using DHCP.

= To configure an NTP server IP address, select Manually Configure, add
the IP address of the server, and click OK.

Note

Using time synchronization from an Active Directory domain controller might
cause excessive time changes on the system if both NTP and the domain
controller are modifying the time.

6. Click OK.

If you changed the time zone, you must reboot the system.
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a. Select Maintenance > System.
b. From the More Tasks menu, select Reboot System.

c. Click OK to confirm.

Managing system properties

The System Properties tab allows you to view and configure system properties that
identify the managed system location, administrator email address, and host name.

Procedure

1. To view the current configuration, select Administration > Settings > System
Properties.

The System Properties tab displays the system location, the administrator email
address, and the administrator hostname.

2. To change the configuration, select More Tasks > Set System Properties.

The Set System Properties dialog box appears.

3. In the Location box, enter information about where the Data Domain system is
located.

In the Admin Email box, enter the email address of the system administrator.
In the Admin Host box, enter the name of the administration server.
Click OK.

SNMP management

The Simple Network Management Protocol (SNMP) is a standard protocol for
exchanging network management information, and is a part of the Transmission
Control Protocol/Internet Protocol (TCP/IP) protocol suite. SNMP provides a tool for
network administrators to manage and monitor network-attached devices, such as
Data Domain systems, for conditions that warrant administrator attention.

To monitor Data Domain systems using SNMP, you will need to install the Data
Domain MIB in your SNMP Management system. DD OS also supports the standard
MIB-II so you can also query MIB-II statistics for general data such as network
statistics. For full coverage of available data you should utilize both the Data Domain
MIB and the standard MIB-II MIB.

The Data Domain system SNMP agent accepts queries for Data Domain-specific
information from management systems using SNMP v1, v2c, and v3. SNMP V3
provides a greater degree of security than v2c and v1 by replacing cleartext
community strings (used for authentication) with user-based authentication using
either MD5 or SHA1. Also, SNMP v3 user authentication packets can be encrypted
and their integrity verified with either DES or AES.

Data Domain systems can send SNMP traps (which are alert messages) using SNMP
v2c and SNMP v3. Because SNMP v1 traps are not supported, EMC recommends
using SNMP v2c or v3.

The default port that is open when SNMP is enabled is port 161. Traps are sent out
through port 162.

e The EMC Data Domain Operating System Initial Configuration Guide describes how to
set up the Data Domain system to use SNMP monitoring.
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e The EMC Data Domain Operating System MIB Quick Reference describes the full set
of MIB parameters included in the Data Domain MIB branch.

Viewing SNMP status and configuration
The SNMP tab displays the current SNMP status and configuration.
Procedure
1. Select Administration > Settings > SNMP.

The SNMP view shows the SNMP status, SNMP properties, SNMP V3
configuration, and SNMP V2C configuration.

SNMP tab labels

The SNMP tab labels identify the overall SNMP status, SNMP property values, and
the configurations for SNMPv3 and SNMPv2.

Status
The Status area displays the operational status of the SNMP agent on the system,
which is either Enabled or Disabled.

SNMP Properties
Table 40 SNMP Properties descriptions

Item Description
SNMP System Location The location of the Data Domain system being monitored.
SNMP System Contact The person designated as the person to contact for the Data

Domain system administration.

SNMP V3 Configuration

Table 41 SNMP Users column descriptions

Item Description

Name The name of the user on the SNMP manager with access to the
agent for the Data Domain system.

Access The access permissions for the SNMP user, which can be Read-
only or Read-write.

Authentication Protocols The Authentication Protocol used to validate the SNMP user,
which can be MD5, SHA1, or None.

Privacy Protocol The encryption protocol used during the SNMP user
authentication, which can be AES, DES, or None.

Table 42 Trap Hosts column descriptions

Item Description
Host The IP address or domain name of the SNMP management host.
Port The port used for SNMP trap communication with the host. For

example, 162 is the default.
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Table 42 Trap Hosts column descriptions (continued)

Item Description

User The user on the trap host authenticated to access the Data
Domain SNMP information.

SNMP V2C Configuration

Table 43 Communities column descriptions

Item Description

Community The name of the community. For example, public, private, or
localCommunity.

Access The access permission assigned, which can be Read-only or
Read-write.
Hosts The hosts in this community.

Table 44 Trap Hosts column descriptions

Item Description

Host The systems designated to receive SNMP traps generated by
the Data Domain system. If this parameter is set, systems
receive alert messages, even if the SNMP agent is disabled.

Port The port used for SNMP trap communication with the host. For
example, 162 is the default.

Community The name of the community. For example, public, private, or
localCommunity.

Enabling and disabling SNMP
Use the SNMP tab to enable of disable SNMP.

Procedure
1. Select Administration > Settings > SNMP.

2. In the Status area, click Enable or Disable.

Downloading the SNMP MIB
Use the SNMP tab to download the SNMP MIB.

Procedure
1. Select Administration > Settings > SNMP.
2. Click Download MIB file.
3. In the Opening DATA_DOMAIN.mib dialog box, select Open.
4. Click Browse and select a browser to view the MIB in a browser window.
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Note

If using the Microsoft Internet Explorer browser, enable Automatic prompting
for file download.

5. Save the MIB or exit the browser.

Configuring SNMP properties

Use the SNMP tab to configure the text entries for system location and system
contact.

Procedure
Select Administration > Settings > SNMP.
2. Inthe SNMP Properties area, click Configure.
The SNMP Configuration dialog box appears.
3. Inthe text fields, add an SNMP system location (a description of where the

Data Domain system is located) and/or an SNMP system contact (for example,
the email address of the system administrator for the Data Domain system).

4. Click OK.

SNMP V3 user management

Use the SNMP tab to create, modify, and delete SNMPv3 users and trap hosts.

Creating SNMP V3 users

When you create SNMPv3 users, you define a username, specify either read-only or
read-write access, and select an authentication protocol.

Procedure
1. Select Administration > Settings > SNMP.
2. Inthe SNMP Users area, click Create.
The Create SNMP User dialog box appears.
3. In the Name text field, enter the name of the user for whom you want to grant

access to the Data Domain system agent. The name must be a minimum of eight
characters.

Select either read-only or read-write access for this user.

To authenticate the user, select Authentication.
a. Select either the MD5 or the SHA1 protocol.
b. Enter the authentication key in the Key text field.
c. To provide encryption to the authentication session, select Privacy.
d. Select either the AES or the DES protocol.

e. Enter the encryption key in the Key text field.
6. Click OK.

The newly added user account appears in the SNMP Users table.
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You can modify the access level (read-only or read-write) and authentication protocol
for existing SNMPv3 users.

Procedure

5.

Removing SNMP V3 users

Select Administration > Settings > SNMP.

In the SNMP Users area, select a checkbox for the user and click Modify.

The Modify SNMP User dialog box appears. Add or change any of the following
settings.

Select either read-only or read-write access for this user.

To authenticate the user, select Authentication.

a. Select either the MD5 or the SHA1 protocol.

b. Enter the authentication key in the Key text field.

c. To provide encryption to the authentication session, select Privacy.
d. Select either the AES or the DES protocol.

e. Enter the encryption key in the Key text field.
Click OK.

The new settings for this user account appear in the SNMP Users table.

Use the SNMP tab to delete existing SNMPv3 users.

Procedure

1.
2.

Select Administration > Settings > SNMP.
In the SNMP Users area, select a checkbox for the user and click Delete.

The Delete SNMP User dialog box appears.

Note

If the Delete button is disabled, the selected user is being used by one or more
trap hosts. Delete the trap hosts and then delete the user.

Verify the user name to be deleted and click OK.
In the Delete SNMP User Status dialog box, click Close.

The user account is removed from the SNMP Users table.
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SNMP V2C community management

Define SNMP v2c¢c communities (which serve as passwords) to control management
system access to the Data Domain system. To restrict access to specific hosts that
use the specified community, assign the hosts to the community.

Note

The SNMP V2c Community string is a sent in cleartext and is very easy to intercept. If
this occurs, the interceptor can retrieve information from devices on your network,
modify their configuration, and possibly shut them down. SNMP V3 provides
authentication and encryption features to prevent interception.

Note

SNMP community definitions do not enable the transmission of SNMP traps to a
management station. You must define trap hosts to enable trap submission to
management stations.

Creating SNMP V2C communities

Create communities to restrict access to the DDR system or for use in sending traps
to a trap host. You must create a community and assign it to a host before you can
select that community for use with the trap host.

Procedure
1. Select Administration > Settings > SNMP.
2. In the Communities area, click Create.
The Create SNMP V2C Community dialog box appears.
3. In the Community box, enter the name of a community for whom you want to
grant access to the Data Domain system agent.
Select either read-only or read-write access for this community.

If you want to associate the community to one or more hosts, add the hosts as
follows:

a. Click + to add a host.

The Host dialog box appears.
b. In the Host text field, enter the IP address or domain name of the host.
c. Click OK.

The Host is added to the host list.
6. Click OK.

The new community entry appears in the Communities table and lists the
selected hosts.

Modifying SNMP V2C Communities
Procedure
1. Select Administration > Settings > SNMP.

2. In the Communities area, select the checkbox for the community and click
Modify.
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The Modify SNMP V2C Community dialog box appears.

To change the access mode for this community, select either read-only or
read-write access.

Note

The Access buttons for the selected community are disabled when a trap host
on the same system is configured as part of that community. To modify the
access setting, delete the trap host and add it back after the community is
modified.

To add one or more hosts to this community, do the following:
a. Click + to add a host.
The Host dialog box appears.
b. In the Host text field, enter the IP address or domain name of the host.
c. Click OK.
The Host is added to the host list.

To delete one or more hosts from the host list, do the following:

Note

DD System Manager does not allow you to delete a host when a trap host on
the same system is configured as part of that community. To delete a trap host
from a community, delete the trap host and add it back after the community is
modified.

Note

The Access buttons for the selected community are not disabled when the trap
host uses an IPv6 address and the system is managed by an earlier DD OS
version that does not support IPv6. EMC recommends that you always select a
management system that uses the same or a newer DD OS version than the
systems it manages.

a. Select the checkbox for each host or click the Host check box in the table
head to select all listed hosts.

b. Click the delete button (X).

To edit a host name, do the following:
a. Select the checkbox for the host.
b. Click the edit button (pencil icon).
c. Edit the host name.

d. Click OK.

Click OK.

The modified community entry appears in the Communities table.
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Deleting SNMP V2C communities
Use the SNMP tab to delete existing SNMPv2 communities.

Procedure

1.
2.

Select Administration > Settings > SNMP.

In the Communities area, select a checkbox for the community and click
Delete.

The Delete SNMP V2C Communities dialog box appears.

Note

If the Delete button is disabled, the selected community is being used by one or
more trap hosts. Delete the trap hosts and then delete the community.

Verify the community name to be deleted and click OK.

In the Delete SNMP V2C Communities Status dialog box, click Close. The
community entry is removed from the Communities table.

SNMP trap host management

Trap host definitions enable Data Domain systems to send alert messages in SNMP
trap messages to an SNMP management station.

Creating SNMP V3 and V2C trap hosts

Trap host definitions identify remote hosts that receive SNMP trap messages from
the system.

Before you begin

If you plan to assign an existing SNMP v2c community to a trap host, you must first
use the Communities area to assign the trap host to the community.

Procedure

Select Administration > Settings > SNMP.
In the SNMP V3 Trap Hosts or SNMP V2C Trap Hosts area, click Create.
The Create SNMP [V3 or V2C] Trap Hosts dialog appears.

In the Host box, enter the |IP address or domain name of the SNMP Host to
receive traps.

In the Port box, enter the port number for sending traps (port 162 is a common
port).

Select the user (SNMP V3) or the community (SNMP V2C) from the drop-
down menu.

Note

The Community list displays only those communities to which the trap host is
already assigned.

To create a new community, do the following:
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. Select Create New Community in the Community drop-down menu.

o o

. Enter the name for the new community in the Community box.
. Select the Access type.
. Click the add (+) button.

o 0O

e. Enter the trap host name.
f. Click OK.

g. Click OK.
7. Click OK.

Modifying SNMP V3 and V2C trap hosts

You can modify the port number and community selection for existing trap host
configurations.

Procedure

Select Administration > Settings > SNMP.

2. Inthe SNMP V3 Trap Hosts or SNMP V2C Trap Hosts area, select a Trap
Host entry, and click Modify.

The Modify SNMP [V3 or V2C] Trap Hosts dialog box appears.

3. To modify the port number, enter a new port number in the Port box (port 162
is a common port).

4. Select the user (SNMP V3) or the community (SNMP V2C) from the drop-
down menu.

Note

The Community list displays only those communities to which the trap host is
already assigned.

5. To create a new community, do the following:
a. Select Create New Community in the Community drop-down menu.
b. Enter the name for the new community in the Community box.
c. Select the Access type.
d. Click the add (+) button.
e. Enter the trap host name.
f. Click OK.

g. Click OK.
6. Click OK.

Removing SNMP V3 and V2C trap hosts
Use the SNMP tab to delete existing trap host configurations.
Procedure
1. Select Administration > Settings > SNMP.

2. Inthe Trap Hosts area (either for V3 or V2C, select a checkbox for the trap
host and click Delete.
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The Delete SNMP [V3 or V2C] Trap Hosts dialog box appears.

Verify the host name to be deleted and click OK.
In the Delete SNMP [V3 or V2C] Trap Hosts Status dialog box, click Close.

The trap host entry is removed from the Trap Hosts table.

Autosupport report management

The Autosupport feature generates a report called an ASUP. The ASUP shows system
identification information, consolidated output from a number of Data Domain system
commands, and entries from various log files. Extensive and detailed internal statistics
appear at the end of the report. This report is designed to aid EMC Data Domain
Support in debugging system problems.

An ASUP is generated every time the file system is started, which is usually once per
day. However, the file system can be started more than once in a day.

You can configure email addresses to receive the daily ASUP reports, and you can
enable or disable sending of these reports to EMC Data Domain. The default time for
sending the daily ASUP is 06.00 a.m, and it is configurable. When sending ASUPs to
EMC, you have the option to select the legacy unsecure method or the ConnectEMC
method, which encrypts the information before transmission.

HA system autosupport and support bundle manageability

Configuration is done on the active node and mirrored to the standby node; therefore,
the same configuration is on both nodes, but there is not a consolidated ASUP and
support bundle.

Autosupport and support bundle on the active node also includes filesystem,
replication, protocol, and full HA information in addition to local node information.
Autosupport and support bundle on the standby node only have local node information
plus some HA information (configuration and status), but no filesystem/replication/
protocol information. The autosupports and support bundles from both the nodes will
be needed to debug issues related to HA system status (filesystem, replication,
protocols, and HA configuration).

Enabling and disabling autosupport reporting to EMC

You can enable or disable autosupport reporting to EMC without affecting whether or
not alerts are sent to EMC.

Procedure

1. To view the autosupport reporting status, select Maintenance > Support >
Autosupport.

The autosupport reporting status is highlighted next to the Scheduled
autosupport label in the EMC Support area. Depending on the current
configuration, either an Enable or a Disable button appears in the Scheduled
autosupport row.

2. To enable autosupport reporting to EMC, click Enable in the Scheduled
autosupport row.

3. To disable autosupport reporting to EMC, click Disable in the Scheduled
autosupport row.
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Reviewing generated autosupport reports

Review autosupport reports to view system statistics and configuration information
captured in the past. The system stores a maximum of 14 autosupport reports.

Procedure

1.

Select Maintenance > Support > Autosupport.

The Autosupport Reports page shows the autosupport report file name and file
size, and the date the report was generated. Reports are automatically named.
The most current report is autosupport, the previous day is autosupport.1, and
the number increments as the reports move back in time.

CLI equivalent

# autosupport show history

Click the file name link to view the report using a text editor. If doing so is
required by your browser, download the file first.

Configuring the autosupport mailing list

Autosupport mailing list subscribers receive autosupport messages through email. Use
the Autosupport tab to add, modify, and delete subscribers.

Autosupport emails are sent through the configured mail server to all subscribers in
the autosupport email list. After you configure the mail server and autosupport email
list, it is a good practice to test the setup to ensure that autosupport messages reach
the intended destinations.

Procedure

1.
2.

Select Maintenance > Support > Autosupport.

Click Configure.

The Configure Autosupport Subscribers dialog box appears.

To add a subscriber, do the following.
a. Click Add (+).
The Email dialog box appears.
b. Enter the recipients email address in the Email box.
c. Click OK.

CLI equivalent

# autosupport add asup-detailed emails djones@company.com
# autosupport add alert-summary emails djones@company.com

To delete a subscriber, do the following.

a. In the Configure Autosupport Subscribers dialog box, select the subscriber
to delete.

b. Click Delete (X).

CLI equivalent
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# autosupport del asup-detailed emails djones@company.com
# autosupport del alert-summary emails djones@company.com

5. To modify a subscriber email address, do the following.

a. In the Configure Autosupport Subscribers dialog box, select the subscriber
name to edit.

b. Click Modify (pencil icon).
The Email dialog box appears.
c. Modify the email address as needed.
d. Click OK.
6. Click OK to close the Configure Autosupport Subscribers dialog box.

The revised autosupport email list appears in the Autosupport Mailing List area.

Support bundle management

A support bundle is a file that contains system configuration and operation
information. It is a good practice to generate a support bundle before a software
upgrade or a system topology change (such as a controller upgrade).

EMC Data Domain Support often requests a support bundle when providing
assistance.

Generating a support bundle

When troubleshooting problems, EMC Data Domain Customer Support may ask for a
support bundle, which is a tar-g-zipped selection of log files with a README file that
includes identifying autosupport headers.

Procedure
1. Select Maintenance > Support > Support Bundles.

2. Click Generate Support Bundle.

Note

The system supports a maximum of five support bundles. If you attempt to
generate an sixth support bundle, the system automatically deletes the oldest
support bundle. You can also delete support bundles using the CLI command
support bundle delete.

Also, if you generate a support bundle on a upgraded system that contains a
support bundle named using the old format, support-bundle.tar.gz, that
file is renamed to use the newer name format.

3. Email the file to customer support at support@emc.com.

Note

If the bundle is too large to be emailed, use the EMC support site to upload the
bundle. (Go to https://support.emc.com.)
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Viewing the support bundles list

Use the Support Bundles tab to view the support bundle files on the system.

Procedure
1. Select Maintenance > Support > Support Bundles.

The Support Bundles list appears.

Listed are the support bundle file name, file size, and date the bundle was
generated. Bundles are automatically named hostname-support-bundle-
datestamp.tar.gz. An example filename is localhost-support-
bundle-1127103633.tar.qgz, which indicates that the support bundle was
created on the localhost system on November 27th at 10:36:33.

2. Click the file name link and select a gz/tar decompression tool to view the ASCII
contents of the bundle.

Alert notification management

The alert feature generates event and summary reports that can be distributed to
configurable email lists and to EMC Data Domain.

Event reports are sent immediately and provide detailed information on a system
event. The distribution lists for event alerts are called notification groups. You can
configure a notification group to include one or more email addresses, and you can
configure the types and severity level of the event reports sent to those addresses.
For example, you might configure one notification group for individuals who need to
know about critical events and another group for those who monitor less critical
events. Another option is to configure groups for different technologies. For example,
you might configure one notification group to receive emails about all network events
and another group to receive messages about storage issues.

Summary reports are sent daily and provide a summary of the events that occurred
during the last 24 hours. Summary reports do not include all the information provided
in event reports. The default generation time for the daily report is 08.00 a.m, and it
can be changed. Summary reports are sent using a dedicated email list that is separate
from the event notification groups.

You can enable or disable alert distribution to EMC Data Domain. When sending
reports to EMC, you have the option to select the legacy unsecure method or the
EMC Secure Remote Services (ESRS) method for secure transmissions.

HA system alert notification management

The alert feature on an HA system generates event and summary report like a non-HA
system but how the HA system manages these alerts is different due to the two node
system set-up.

Initial alert configuration is completed on the active node and mirrored to the stand-by
(i.e., same configuration on both nodes). Local and AM-Alerts are emailed according
to the notification settings and include information indicating they are from an HA
system and from which node, the active or standby, that generated the alerts.

If there are active alerts on the file system, replication, or protocols when a failover
occurs, these active alerts continue to show on the new active node after failover if
the alert conditions have not cleared up.
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Historical alerts on the filesystem, replication, and protocols stay with the node where
they originated rather than failing over together with the filesystem on a failover. This
means the CLIs on the active node will not present a complete/continuous view of
historical alerts for filesystem, replication, and protocols

During a failover, local historical alerts stay with the node from which they were
generated; however, the historical alerts for the filesystem, replication, and protocols
(generally called "logical alerts") fail over together with the filesystem.

Note

The Health > High Availability panel displays only alerts that are HA-related. Those
alerts can be filtered by major HA component, such as HA Manager, Node,
Interconnect, Storage, and SAS connection.

Viewing the notification group list

Notification tab

A notification group defines a set of alert types (classes) and a group of email
addresses (for subscribers). Whenever the system generates an alert type selected in
a notification list, that alert is sent to the list subscribers.

Procedure
1. Select Health > Alerts > Notification.

CLI equivalent

# alerts notify-list show

2. To limit (filter) the entries in the Group Name list, type a group name in the
Group Name box or a subscriber email in the Alert Email box, and click Update.

Note

Click Reset to display all configured groups.

3. To display detailed information for a group, select the group in the Group Name
list.

The Notification tab allows you to configure groups of email address that receive
system alerts for the alert types and severity levels you select.

Table 45 Group Name list, column label descriptions

Item Description

Group Name The configured name for the group.

Classes The number of alert classes that are reported to the group.
Subscribers The number of subscribers who are configured to receive

notifications through email.
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Table 46 Detailed Information, label descriptions

Item Description

Class A service or subsystem that can forward alerts. The listed classes
are those for which the notification group receives alerts.

Severity The severity level that triggers an email to the notification group. All
alerts at the specified severity level and above are sent to the
notification group.

Subscribers The subscribers area displays a list of all email addresses configured
for the notification group.

Table 47 Notification tab controls

Control Description

Add button Click the Add button to begin creating a
notification group.

Class Attributes Configure button Click this Configure button to change the
classes and severity levels that generate
alerts for the selected notification group.

Delete button Click the Delete button to delete the
selected notification group.

Filter By: Alert Email box Enter text in this box to limit the group name
list entries to groups that include an email
address that contains the specified text.

Filter By: Group Name box Enter text in this box to limit the group name
list entries to group names that contain the
specified text.

Modify button Click the Modify button to modify the
configuration for the selected notification
group.

Reset button Click this button to remove any entries in the

Filter By boxes and display all group names.

Subscribers Configure button Click this Configure button to change the
email list for the selected notification group.

Update button Click this button to update the group name
list after you enter text in a filter box.

Creating a notification group

Use the Notification tab to add notification groups and select the severity level for
each group.

Procedure
1. Select Health > Alerts > Notification.
2. Click Add.

The Add Group dialog box appears.
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Type the group name in the Group Name box.
Select the checkbox of one or more alert classes of which to be notified.

To change the default severity level (Warning) for a class, select another level
in the associated list box.

The severity levels are listed in ascending severity level. Emergency is the
highest severity level.

6. Click OK.
CLI equivalent

# alerts notify-list create eng grp class hardwareFailure

Managing the subscriber list for a group

Use the Notification tab to add, modify, or delete email addresses from a notification
group subscriber list.

Procedure

Select Health > Alerts > Notification.

2. Select the checkbox of a group in the Notifications group list, and do one of the
following.

¢ Click Modify and select Subscribers.
¢ Click Configure in the Subscribers list.

3. To add a subscriber to the group, do the following.
a. Click the + icon.

The Email Address dialog box appears.

b. Enter the email address of a subscriber.
c. Click OK.

CLI equivalent

# alerts notify-list add eng lab emails
mlee@urcompany.com,bob@urcompany.com

4. To modify an email address, do the following.
a. Click the checkbox of the email address in the Subscriber Email list.
b. Click the pencil icon.
c. Edit the email address in the Email Address dialog box.
d. Click OK.

5. To delete an email address, click the checkbox of the email address in the
Subscriber Email list and click the X icon.

CLI equivalent

# alerts notify-list del eng lab emails bob@urcompany.com

6. Click Finish or OK.
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Modifying a notification group
Use the Notification table to modify the attribute classes in an existing group.
Procedure
1. Select Health > Alerts > Notification.
2. Select the checkbox of the group to modify in the group list.
3. To modify the class attributes for a group, do the following.
a. Click Configure in the Class Attributes area.
The Edit Group dialog box appears.
b. Select (or clear) the checkbox of one or more class attributes.

c. To change the severity level for a class attribute, select a level from the
corresponding list box.

d. Click OK.
CLI equivalent

# alerts notify-list add eng lab class cloud severity warning
# alerts notify-list del eng lab class cloud severity notice

4. To modify the subscriber list for a group, do the following.
a. Click Configure in the Subscribers area.
The Edit Subscribers dialog box appears.

b. To delete subscribers from the group list, select the checkboxes of
subscribers to delete and click the Delete icon (X).

c. To add a subscriber, click the Add icon (+), type a subscriber email address,
and click OK.

d. Click OK.

CLI equivalent

# alerts notify-list add eng lab emails
mlee@Qurcompany.com,bob@urcompany . com
# alerts notify-list del eng lab emails bob@urcompany.com

5. Click OK.

Deleting a notification group
Use the Notification tab to delete one or more existing notification groups.
Procedure

1. Select Health > Alerts > Notification.

2. Select one or more checkboxes of groups in the Notifications group list, and
click Delete.

The Delete Group dialog box appears.

3. Verify the deletion and click OK.
CLI equivalent
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# alerts notify-list destroy eng grp

Resetting the notification group configuration

Use the Notification tab to remove all notification groups added and to remove any
changes made to the Default group.

Procedure
1. Select Health > Alerts > Notification.
Select More Tasks > Reset Notification Groups.
In the Reset Notification Groups dialog box, click Yes in the verification dialog.

CLI equivalent

# alerts notify-list reset

Configuring the daily summary schedule and distribution list

Every day, each managed system sends a Daily Alert Summary email to the
subscribers configured for the alertssummary.list email group. The Daily Alert
Summary email contains current and historical alerts showing messages about non-
critical hardware situations and disk space usage numbers that you might want to
address soon.

A fan failure is an example of a noncritical issue that you might want to address as
soon as is reasonably possible. When Support receives the failure notification, they
contact you to arrange for component replacement.

Procedure

1. Select Health > Alerts > Daily Alert Summary.
2. If the default deliver time of 8 AM is not acceptable, do the following.

a. Click Schedule.
The Schedule Alert Summary dialog box appears.

b. Use the list boxes to select the hour, minute, and either AM or PM for the
summary report.

c. Click OK.

CLI equivalent

# autosupport set schedule alert-summary daily 1400

3. To configure the daily alert subscriber list, do the following.
a. Click Configure.
The Daily Alert Summary Mailing List dialog box appears.

b. Modify the daily alert subscriber list as follows.

e To add a subscriber, click the + icon, type the email address, and click
OK.
CLI equivalent
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# autosupport add alert-summary emails djones@company.com

e To modify an email address, select the checkbox for the subscriber, click
the pencil icon, edit the email address, and click OK.

e To delete an email address, select the checkbox for the subscriber and
click X.
CLI equivalent

# autosupport del alert-summary emails djones@company.com
c. Click Finish.

Daily Alert Summary tab

The Daily Alert Summary tab allows you to configure an email list of those who want to
receive a summary of all system alerts once each day. The people on this list do not
receive individual alerts unless they are also added to a notification group.

Table 48 Daily Alert Summary, label descriptions

Item Description

Delivery Time The delivery time shows the configured time for daily emails.

Email List This list displays the email addresses of those who receive the daily
emails.

Table 49 Daily Alert Summary tab controls

Control Description

Configure button Click the Configure button to edit the
subscriber email list.

Schedule button Click the Schedule button to configure the
time that the daily report is sent.

Enabling and disabling alert notification to EMC

You can enable or disable alert notification to EMC without affecting whether or not
autosupport reports are sent to EMC.

Procedure

1. To view the alert reporting status, select Maintenance > Support >
Autosupport.

The alert notification status is highlighted in green next to the Real-time alert
label in the EMC Support area. Depending on the current configuration, either
an Enable or a Disable button appears in the Real-time alert row.

2. To enable alert reporting to EMC, click Enable in the Real-time alert row.

3. Todisable alert reporting to EMC, click Disable in the Real-time alert row.
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Testing the alerts email feature

Use the Notification tab to send a test email to select notification groups or email
addresses. This feature allows you to determine if the system is configured correctly
to send alert messages.

Procedure

1. To control whether or not a test alert is sent to EMC Data Domain, do the
following.

a. Select Maintenance > Support > Autosupport.

b. In the Alert Support area, click Enable or Disable to control whether or not
the test email is sent .

You cannot change the email address.

Select Health > Alerts > Notification.
Select More Tasks > Send Test Alert.
The Send Test Alert dialog box appears.
4. In the Notification Groups list, select groups to receive the test email and click
Next.
Optionally, add additional email addresses to receive the email.
Click Send Now and OK.

CLI equivalent

# alerts notify-list test jsmith@yourcompany.com
7. If you disabled sending of the test alert to EMC Data Domain and you want to
enable this feature now, do the following.
a. Select Maintenance > Support > Autosupport.
b. In the Alert Support area, click Enable .
Results

To test newly added alerts emails for mailer problems, enter: autosupport test
email email-adadr

For example, after adding the email address djones@yourcompany.com to the list,
check the address with the command: autosupport test email
djones@yourcompany.com

EMC Support delivery management

Delivery management defines how alerts and autosupport reports are sent to EMC. By
default, alerts and autosupport reports are sent to EMC Data Domain Customer
Support using the standard (unsecure) email. The ConnectEMC method sends
messages in a secure format using FTP or HTTPS.

When the ConnectEMC method is used with an EMC Secure Remote Support (ESRS)
gateway, one benefit is that one gateway can forward messages from multiple
systems, and this allows you to configure network security for only the ESRS gateway
instead of for multiple systems. Also, a usage intelligence report is generated.
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Selecting standard email delivery to EMC

When you select the standard (non-secure) email delivery method, this method
applies to both alert and autosupport reporting.

Procedure
Select Maintenance > Support > Autosupport.
2. Click Configure in the Channel row in the EMC Support area.

The Configure EMC Support Delivery dialog appears. The EMC delivery method
is displayed after the Channel label in the EMC Support area.

In the Channel list box, select Email to datadomain.com.
Click OK.

CLI equivalent

# support notification method set email

Selecting and configuring EMC Secure Remote Support (ESRS) delivery

ESRS Virtual Edition (VE) Gateway, which is installed on an ESX Server, provides
automated connect home and remote support activities through an IP-based solution
enhanced by a comprehensive security system.

Procedure
1. Select Maintenance > Support > Autosupport.
2. Click Configure in the Channel row in the EMC Support area.

The Configure EMC Support Delivery dialog appears. The EMC delivery method
is displayed after the Channel label in the EMC Support area.

In the Channel list box, select EMC Secure Remote Services.

Enter the gateway hostname and select the local IP address for the Data
Domain system.

Click OK.

Enter the service link username and password.

Click Register.

ESRS details are displayed in the Autosupport panel.

CLI equivalent

# support connectemc device register ipaddr esrs-gateway
{ipaddr| hostname }

Note

The hostname or IP address specified for the ESRS gateway must match the
hostname or |IP addresses specified when creating SSL certificates on the Data
Domain system, otherwise the support connectemc device register
command will fail.
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Testing ConnectEMC operation

A CLI command allows you to test ConnectEMC operation by sending a dummy file to
the system administrator.

Before you begin

A system administrator address must be configured for the system, and you must
disable ConnectEMC reporting before the test.

Procedure

1. To disable ConnectEMC reporting, configure the system to use standard email
delivery.

2. To test ConnectEMC operation, use the CLI.

#support connectemc test
Connection Record working successfully

After you finish

When the test is complete, enable ConnectEMC by configuring the system to use
Connect EMC delivery.

Log file management

The Data Domain system maintains a set of log files, which can be bundled and sent to
EMC Support to assist in troubleshooting any system issues that may arise. Log files
cannot be modified or deleted by any user with DD System Manager, but they can be
copied from the log directory and managed off of the system.

Note

Log messages on an HA system are preserved on the node where the log file
originated.

Log files are rotated weekly. Every Sunday at 0:45 a.m., the system automatically
opens new log files for the existing logs and renames the previous files with appended
numbers. For example, after the first week of operation, the previous week messages
file is renamed messages. 1, and new messages are stored in a new messages file.
Each numbered file is rolled to the next number each week. For example, after the
second week, the file messages.1 isrolled to messages. 2. If amessages. 2 file
already existed, it rolls to messages. 3. At the end of the retention period (shown in
the table below, the expired log is deleted. For example, an existing messages. 9 file
is deleted when messages. 8 rolls to messages. 9.

Except as noted in this topic, the log files are stored in /ddvar/log.

Note

Files in the /ddvar directory can be deleted using Linux commands if the Linux user is
assigned write permission for that directory.

The set of log files on each system is determined by the features configured on the
system and the events that occur. The following table describes the log files that the
system can generate.
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Table 50 System log files

Log File Description Retention
Period

audit.log Messages about user log-in events. 15 weeks

cifs.log Log messages from the CIFS subsystem are logged only in 10 weeks
debug/cifs/cifs.log. Size limit of 50 MiB.

messages Messages about general system events, including commands | 9 weeks
executed.

secure.log Messages regarding user events such as successful and 9 weeks
failed logins, user additions and deletions, and password
changes. Only Admin role users can view this file.

space.log Messages about disk space usage by system components, A single file is

and messages from the clean process. A space use message
is generated every hour. Each time the clean process runs, it

creates approximately 100 messages. All messages are in There is no
comma-separated-value format with tags you can use to log file
separate the disk space messages from the clean process rotation for
messages. You can use third-party software to analyze either | this log.

set of messages. The log file uses the following tags.
e CLEAN for data lines from clean operations.

e CLEAN_HEADER for lines that contain headers for the
clean operations data lines.

e  SPACE for disk space data lines.

e SPACE_HEADER for lines that contain headers for the
disk space data lines.

kept
permanently.

Viewing log files in DD System Manager

Use the Logs tab to view and open the system log files in DD System Manager.

Procedure

1. Select Maintenance > Logs.

The Logs list displays log file names and the size and generation date for each

log file.

2. Click a log file name to view its contents. You may be prompted to select an
application, such as Notepad.exe, to open the file.

Displaying a log file in the CLI
Use the 1og view command to view a log file in the CLI.
Procedure
1. Toview a log file in the CLI, use the 1og view command.
With no argument, the command displays the current messages file.

2. When viewing the log, use the up and down arrows to scroll through the file; use
the q key to quit; and enter a slash character (/) and a pattern to search
through the file.
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The display of the messages file is similar to the following. The last message in the
example is an hourly system status message that the Data Domain system generates
automatically. The message reports system uptime, the amount of data stored, NFS
operations, and the amount of disk space used for data storage (%). The hourly
messages go to the system log and to the serial console if one is attached.

# log view

Jun 27 12:11:33 localhost rpc.mountd: authenticated unmount
request from perfsun-g.emc.com:668 for /ddr/coll/segfs (/ddr/
coll/segfs)

Jun 27 12:28:54 localhost sshd(pam unix) [998]: session opened
for user jsmithl0 by (uid=0)

Jun 27 13:00:00 localhost logger: at 1:00pm up 3 days, 3:42,
52324 NFS ops, 84763 GiB data col. (1%)

Note

GiB = Gibibytes = the binary equivalent of Gigabytes.

Learning more about log messages

Look up error messages in the Error Message Catalog for your DD OS version.
In the log file is text similar to the following.
Jan 31 10:28:11 syrahl9 bootbin: NOTICE: MSG-SMTOOL-00006: No

replication throttle schedules found: setting throttle to
unlimited.

The components of the message are as follows.

DateTime Host Process [PID]: Severity: MSG-Module-MessageID: Message

Severity levels, in descending order, are: Emergency, Alert, Critical, Error, Warning,
Notice, Info, Debug.

Procedure

1. Go to the EMC Online Support website at https://support.emc.com, enter
Error Message Catalog in the search box, and click the search button.

In the results list, locate the catalog for your system and click on the link.
User your browser search tool to search for a unique text string in the message.
The error message description looks similar to the following display.

ID: MSG-SMTOOL-00006 - Severity: NOTICE - Audience:
customer

Message: No replication throttle schedules found: setting
throttle to unlimited.

Description: The restorer cannot find a replication
throttle schedule. Replication is running with throttle
set to unlimited.
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Action: To set a replication throttle schedule, run the
replication throttle add command.

4. Toresolve an issue, do the recommended action.

Based on the example message description, one could run the replication
throttle add command to set the throttle.

Saving a copy of log files

Save log file copies to another device when you want to archive those files.

Use NFS, CIFS mount, or FTP to copy the files to another machine. If using CIFS or
NFS, mount /ddvar to your desktop and copy the files from the mount point. The
following procedure describes how to use FTP to move files to another machine.

Procedure

1. On the Data Domain system, use the adminaccess show ftp command to
see whether FTP service is enabled. If the service is disabled, use the command
adminaccess enable ftp.

2. On the Data Domain system, use the adminaccess show ftp command to
see that the FTP access list includes the IP address of your remote machine. If
the address is not in the list, use the command adminaccess add ftp
jpadar.

On the remote machine, open a web browser.

In the Address box at the top of the web browser, use FTP to access the Data
Domain system as shown in the following example.

ftp://Data Domain system name.yourcompany.com/

Note

Some web browsers do not automatically ask for a login if a machine does not
accept anonymous logins. In that case, add a user name and password to the
FTP line. For example: ftp://sysadmin:your-pw@Data Domain

system name.yourcompany.com/

At the login pop-up, log into the Data Domain system as user sysadmin.

6. On the Data Domain system, you are in the directory just above the log
directory. Open the log directory to list the messages files.

7. Copy the file that you want to save. Right-click the file icon and select Copy To
Folder from the menu. Choose a location for the file copy.

8. If you want the FTP service disabled on the Data Domain system, after
completing the file copy, use SSH to log into the Data Domain system as
sysadmin and invoke the command adminaccess disable ftp.

Log message transmission to remote systems

Some log messages can be sent from the Data Domain system to other systems. DD
OS uses syslog to publish log messages to remote systems.

A Data Domain system exports the following facility.priority selectors for log files. For
information on managing the selectors and receiving messages on a third-party
system, see your vendor-supplied documentation for the receiving system.
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e *.notice—Sends all messages at the notice priority and higher.

e * alert—Sends all messages at the alert priority and higher (alerts are included in
*.notice).

e kern.*—Sends all kernel messages (kern.info log files).

The log host commands manage the process of sending log messages to another
system.

Viewing the log file transmission configuration

Use the 1og host show CLI command to view whether log file transmission is
enabled and which hosts receive log files.

Procedure

1. To display the configuration, enter the 1og host show command.

# log host show

Remote logging is enabled.

Remote logging hosts
log-server

Enabling and disabling log message transmission
You must use CLI commands to enable or disable log message transmission.

Procedure

1. To enable sending log messages to other systems, use the 1og host enable
command.

2. To disable sending log messages to other systems, use the 1og host
disable command.

Adding or removing a receiver host
You must use CLI commands to add or remove a receiver host.

Procedure

1. To add a system to the list that receives Data Domain system log messages, use
the 1og host add command.

2. Toremove a system from the list that receives system log messages, use the
command: 1og host del.

The following command adds the system named /og-server to the hosts that receive
log messages.

log host add log-server

The following command removes the system named /og-server from the hosts that
receive log messages.

log host del log-server

The following command disables the sending of logs and clears the list of destination
hostnames..
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log host reset

Remote system power management with IPMI

Select DD systems support remote power management using the Intelligent Platform
Management Interface (IPMI), and they support remote monitoring of the boot
sequence using Serial over LAN (SOL).

IPMI power management takes place between an IPMI initiator and an IPMI remote
host. The IPMI initiator is the host that controls power on the remote host. To support
remote power management from an initiator, the remote host must be configured with
an IPMI username and password. The initiator must provide this username and
password when attempting to manage power on a remote host.

IPMI runs independently of DD OS and allows an IPMI user to manage system power
as long as the remote system is connected to a power source and a network. An IP
network connection is required between an initiator and a remote system. When
properly configured and connected, IPMI management eliminates the need to be
physically present to power on or power off a remote system.

You can use both DD System Manager and the CLI to configure IPMI users on a
remote system. After you configure IPMI on a remote system, you can use IPMI
initiator features on another system to log in and manage power.

Note

If a system cannot support IPMI due to hardware or software limitations, DD System
Manager displays a notification message when attempting to navigate to a
configuration page.

SOL is used to view the boot sequence after a power cycle on a remote system. SOL
enables text console data that is normally sent to a serial port or to a directly attached
console to be sent over a LAN and displayed by a management host.

The DD OS CLI allows you to configure a remote system for SOL and view the remote
console output. This feature is supported only in the CLI.

IPMI power removal is provided for emergency situations during which attempts to
shut down power using DD OS commands fail. IPMI power removal simply removes
power to the system, it does not perform an orderly shutdown of the DD OS file
system. The proper way to remove and reapply power is to use the DD OS system
reboot command. The proper way to remove system power is to use the DD OS
system poweroff command and wait for the command to properly shut down the
file system.

IPMI and SOL limitations

IPMI and SOL support is limited on some Data Domain systems.

e |PMI is supported on all systems supported by this release except the following
systems: DD140, DD610, and DD630.

e |IPMI user support varies as follows.

= Model DD990: Maximum user IDs = 15. Three default users (NULL, anonymous,
root). Maximum user IDs available = 12.
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=  Models DD640, DD4200, DD4500, DD7200, and DD9500: Maximum user IDs =
10. Two default users (NULL, root). Maximum user IDs available = 8.

e SOL is supported on the following systems: DD160, DD620, DD640, DD670,
DD860, DD890, DD990, DD2200, DD2500 (requires DD OS 5.4.0.6 or later),
DD4200, DD4500, DD7200, and DD9500.

Note

User root is not supported for IPMI connections on DD160 systems.

Adding and deleting IPMI users with DD System Manager

Each system contains its own list of configured IPMI users, which is used to control
access to local power management features. Another system operating as an IPMI
initiator can manage remote system power only after providing a valid username and
password.

To give an IPMI user the authority to manage power on multiple remote systems, you
must add that user to each of the remote systems.

Note

The IPMI user list for each remote system is separate from the DD System Manager
lists for administrator access and local users. Administrators and local users do not
inherit any authorization for IPMI| power management.

Procedure

1. Select Maintenance > IPMI.

2. To add a user, complete the following steps.
a. Above the IPMI Users table, click Add.

b. In the Add User dialog box, type the user name (16 or less characters) and
password in the appropriate boxes (reenter the password in the Verify
Password box).

c. Click Create.

The user entry appears in the IPMI Users table.

3. To delete a user, complete the following steps.
a. In the IPMI Users list, select a user and click Delete.

b. In the Delete User dialog box, click OK to verify user deletion.

Changing an IPMI user password

Change the IPMI user password to prevent use of the old password for power
management.

Procedure
Select Maintenance > IPML.
In the IPMI Users table, select a user, and click Change Password.

In the Change Password dialog box, type the password in the appropriate text
box and reenter the password in the Verify Password box.

4. Click Update.
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Configuring an IPMI port

When you configure an IPMI port for a system, you select the port from a network
ports list and specify the IP configuration parameters for that port. The selection of
IPMI ports displayed is determined by the Data Domain system model.

Some systems support one or more dedicated ports, which can be used only for IPMI
traffic. Other systems support ports that can be used for both IPMI traffic and all IP
traffic supported by the physical interfaces in the Hardware > Ethernet > Interfaces
view. Shared ports are not provided on systems that provide dedicated IPMI ports.

The port names in the IPMI Network Ports list use the prefix bmc, which represents
baseboard management controller. To determine if a port is a dedicated port or shared
port, compare the rest of the port name with the ports in the network interface list. If
the rest of the IPMI port name matches an interface in the network interface list, the
port is a shared port. If the rest of the IPMI port name is different from the names in
the network interface list, the port is a dedicated IPMI port.

Note

DD4200, DD4500, and DD7200 systems are an exception to the naming ruled
described earlier. On these systems, IPMI port, bmcOa, corresponds to shared port
ethMa in the network interface list. EMC recommends that the shared port ethMa be
reserved for IPMI traffic and system management traffic (using protocols such as
HTTP, Telnet, and SSH). Backup data traffic should be directed to other ports.

When IPMI and nonlPMI IP traffic share an Ethernet port, EMC recommends that you
do not use the link aggregation feature on the shared interface because link state
changes can interfere with IPMI connectivity.

Procedure
1. Select Maintenance > IPMI.

The IPMI Configuration area shows the IPMI configuration for the managed
system. The Network Ports table lists the ports on which IPMI can be enabled
and configured. The IPMI Users table lists the IPMI users who can access the
managed system.

Table 51 Network Ports list column descriptions

Item Description

Port The logical name for a port that supports IPMI communications.
Enabled Whether the port is enabled for IPMI (Yes or No).

DHCP Whether the port uses DHCP to set its IP address (Yes or No).
MAC Address The hardware MAC address for the port.

IP Address The port IP address.

Netmask The subnet mask for the port.

Gateway The gateway IP address for the port.
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Table 52 IPMI Users list column descriptions

Item Description
User Name The name of a user with authority to power manage the remote
system.

2. In the Network Ports table, select a port to configure.

Note

If the IPMI port also supports IP traffic (for administrator access or backup
traffic), the interface port must be enabled before you configure IPMI.

3. Above the Network Ports table, click Configure.

The Configure Port dialog box appears.

4. Choose how network address information is assigned.

® To collect the IP address, netmask, and gateway configuration from a DHCP
server, select Dynamic (DHCP).

¢ To manually define the network configuration, select Static (Manual) and
enter the IP address, netmask, and gateway address.

5. Enable a disabled IPMI network port by selecting the network port in the
Network Ports table, and clicking Enable.

6. Disable a disabled IPMI network port by selecting the network port in the
Network Ports table, and clicking Disable.

7. Click Apply.

Preparing for remote power management and console monitoring with the
CLI

Remote console monitoring uses the Serial Over Lan (SOL) feature to enable viewing
of text-based console output without a serial server. You must use the CLI to set up a
system for remote power management and console monitoring.

Remote console monitoring is typically used in combination with the ipmi remote
power cycle command to view the remote system’s boot sequence. This procedure
should be used on every system for which you might want to remotely view the
console during the boot sequence.

Procedure
1. Connect the console to the system directly or remotely.
e Use the following connectors for a direct connection.
= DIN-type connectors for a PS/2 keyboard
= USB-A receptacle port for a USB keyboard

= DB15 female connector for a VGA monitor
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Note

Systems DD4200, DD4500, and DD7200 do not support direct connection,
including KVM.

e For a serial connection, use a standard DB9 male or micro-DB9 female
connector. Systems DD4200, DD4500, and DD7200 provide a female micro-
DB9 connector. A null modem cable with male micro-DB9 and standard
female DB9 connectors is included for a typical laptop connection.

e For a remote IPMI/SOL connection, use the appropriate RJ45 receptacle as
follows.

= For DD990 systems, use default port ethOd.
= For other systems, use the maintenance or service port. For port
locations, refer to the system documentation, such as a hardware
overview or installation and setup guide.
To support remote console monitoring, use the default BIOS settings.
To display the IPMI port name, enter ipmi show config.

To enable IPMI, enter ipmi enable {port | all}.

o & awn

To configure the IPMI port, enter ipmi config port { dhcp |
ipaddress fpaddrnetmask mask gateway fpadadr}.

Note

If the IPMI port also supports IP traffic (for administrator access or backup
traffic), the interface port must be enabled with the net enable command
before you configure IPMI.

6. If this is the first time using IPMI, run ipmi user reset to clear IPMI users
that may be out of synch between two ports, and to disable default users.

7. Toadd a new IPMI user, enter ipmi user add user.
8. To set up SOL, do the following:

a. Enter system option set console lan.

b. When prompted, enter y to reboot the system.

Managing power with DD System Manager

After IPMI is properly set up on a remote system, you can use DD System Manager as
an |IPMl initiator to log into the remote system, view the power status, and change the
power status.

Procedure
Select Maintenance > IPMI.
2. Click Login to Remote System.
The IPMI Power Management dialog box appears.
3. Enter the remote system IPMI IP address or hostname and the IPMI| username
and password, then click Connect.
4. View the IPMI status.
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The IPMI Power Management dialog box appears and shows the target system
identification and the current power status. The Status area always shows the
current status.

Note

The Refresh icon (the blue arrows) next to the status can be used to refresh
the configuration status (for example, if the IPMI IP address or user
configuration were changed within the last 15 minutes using the CLI
commands).

To change the IPMI power status, click the appropriate button.

¢ Power Up—Appears when the remote system is powered off. Click this
button to power up the remote system.

¢ Power Down—Appears when the remote system is powered on. Click this
button to power down the remote system.

e Power Cycle—Appears when the remote system is powered on. Click this
button to power cycle the remote system.

e Manage Another System—Click this button to log into another remote
system for IPMI power management.

¢ Done—Click to close the IPMI Power Management dialog box.

NOTICE

The IPMI Power Down feature does not perform an orderly shutdown of the DD
OS. This option can be used if the DD OS hangs and cannot be used to
gracefully shutdown a system.

Managing power with the CLI

You can manage power on a remote system and start remote console monitoring using
the CLI.

Note

The remote system must be properly set up before you can manage power or monitor
the system.

Procedure

1.

Establish a CLI session on the system from which you want to monitor a remote
system.

To manage power on the remote system, enter ipmi remote power {on |
off | cycle | status} ipmi-target <i/jpaddr | hostname> user
user.

To begin remote console monitoring, enter ipmi remote console ipmi-
target <jpaddr | hostname> user user.

Note

The user name is an IPMI user name defined for IPMI on the remote system. DD
OS user names are not automatically supported by IPMI.
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4. To disconnect from a remote console monitoring session and return to the
command line, enter the at symbol (@).

5. To terminate remote console monitoring, enter the tilde symbol (~).
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Viewing individual system status and identity information

The Dashboard area displays summary information and status for alerts, the file
system, licensed services, and hardware enclosures. The Maintenance area displays
additional system information, including the system uptime and system and chassis
serial numbers.

The system name, software version, and user information appear in the footer at all
times.

Procedure
1. To view system dashboard, select Home > Dashboard.

Figure 4 System dashboard
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2. To view the system uptime and identity information, select Maintenance >
System.

The system uptime and identification information appears in the System area.

Dashboard Alerts area

The Dashboard Alerts area shows the count, type, and the text of the most recent
alerts in the system for each subsystem (hardware, replication, file system, and
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others). Click anywhere in the alerts area to display more information on the current

alerts.

Table 53 Dashboard Alerts column descriptions

Column Description

Count A count of the current alerts for the
subsystem type specified in the adjacent
column. The background color indicates the
severity of the alert.

Type The subsystem that generated the alert.

Most recent alerts

The text of the most recent alert for the
subsystem type specified in the adjacent
column

Dashboard File System area

The Dashboard File System area displays statistics for the entire file system. Click
anywhere in the File System area to display more information.

Table 54 File System area label descriptions

Column Description

Status The current status of the file system.

X.Xx The average compression reduction factor for
the file system.

Used The total file system space being used.

Data Written: Pre-compression

The data quantity received by the system
prior to compression.

Data Written: Post-compression

The data quantity stored on the system after
compression.

Dashboard Services area

The Dashboard Services area displays the status of the replication, DD VTL, CIFS,
NFS, DD Boost, and vDisk services. Click on a service to display detailed information

about that service.

Table 55 Services area column descriptions

Column

Description

Left column

The left column lists the services that may be
used on the system. These service can include
replication, DD VTL, CIFS, NFS, DD Boost,
vDisk.

Right column

The right column shows the operational status
of the service. For most services, the status is
enabled, disabled, or not licensed. The
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Table 55 Services area column descriptions (continued)

Column

Description

replication service row displays the number of
replication contexts that are in normal,
warning, and error states. A color coded box
displays green for normal operation, yellow for
warning situations, or red when errors are
present).

Dashboard HA Readiness area

In high-availability (HA) systems, the HA panel indicates whether the system can fail
over from the active node to the standby node if necessary.

You can click on the HA panel to navigate to the High Availability section under

HEALTH.

Dashboard Hardware area

The Dashboard Hardware area displays the status of the system enclosures and
drives. Click anywhere in the Hardware area to display more information on these

components.

Table 56 Hardware area label descriptions

Label

Description

Enclosures

The enclosure icons display the number of
enclosures operating in the normal (green
checkmark) and degraded (red X) states.

Storage

The storage icons display the number of disk
drives operating in the normal (green
checkmark), spare (green +), or failed (red X)
state.

Maintenance System area

The Maintenance System area displays the system model number, DD OS version,
system uptime, and system and chassis serial numbers.
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Table 57 System area label descriptions

Label

Description

Model Number

The model number is the number assigned to
the EMC Data Domain system.

Version

The version is the DD OS version and build
number of the software running on the
system.

System Uptime

The system uptime displays how long the
system has been running since the last system
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Table 57 System area label descriptions (continued)

Label

Description

start. The time in parenthesis indicates when
the system uptime was last updated.

System Serial No.

The system serial number is the serial number
assigned to the system. On newer systems,
such as DD4500 and DD7200, the system
serial number is independent of the chassis
serial number and remains the same during
many types of maintenance events, including
chassis replacements. On legacy systems,
such as DD990 and earlier, the system serial
number is set to the chassis serial number.

Chassis Serial No.

The chassis serial number is the serial number
on the current system chassis.

Health Alerts panel

Alerts are messages from system services and subsystems that report system events.
The Health > Alerts panel displays tabs that allow you to view current and non-current
alerts, the configured alert notification groups, and the configuration for those who

want to receive daily alert summary reports.

Alerts are also sent as SNMP traps. See the M/B Quick Reference Guide or the SNMP

MIB for the full list of traps.

Viewing and clearing current alerts

The Current Alerts tab displays a list of all the current alerts and can display detailed
information for a selected alert. An alert is automatically removed from the Current
Alerts list when the underlying situation is corrected or when manually cleared.

Procedure

1. To view all of the current alerts, select Health > Alerts > Current Alerts.

2. To limit the number of entries in the current alert list, do the following.

a. In the Filter By area, select a Severity and Class to expose only alerts that

pertain to those choices.

b. Click Update.

All alerts not matching the Severity and Class are removed from the list.

3. Todisplay additional information for a specific alert in the Details area, click the

alert in the list.

4. To clear an alert, select the alert checkbox in the list and click Clear.

A cleared alert no longer appears in the current alerts list, but it can be found in

the alerts history list.

5. To remove filtering and return to the full listing of current alerts, click Reset.
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Current Alerts tab

Viewing the alerts history
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The Current Alerts tab displays a list of alerts and detailed information about a

selected alert.

Table 58 Alerts list, column label descriptions

Item Description

Message The alert message text.

Severity The level of seriousness of the alert. For example, warning, critical,
info, or emergency.

Date The time and date the alert occurred.

Class The subsystem where the alert occurred.

Object The physical component where the alert is occurring.

Table 59 Details area, row

label descriptions

Item Description

Name A textual identifier for the alert.

Message The alert message text.

Severity The level of seriousness of the alert. For example, warning, critical,
info, emergency.

Class The subsystem and device where the alert occurred.

Date The time and date the alert occurred.

Object ID The physical component where the alert is occurring.

Event ID An event identifier.

Tenant Units
Description
Action
Object Info
SNMP OID

Lists affected tenant units.

More descriptive information about the alert.

A suggestion to remedy the alert.

Additional information about the affected object.

SNMP object ID.

The Alerts History tab displays a list of all the cleared alerts and can display detailed
information for a selected alert.

Procedure

1. To view all of the alerts history, select Health > Alerts > Alerts History.

2. To limit the number of entries in the current alert list, do the following.

a. In the Filter By area, select a Severity and Class to expose only alerts that
pertain to those choices.

b. Click Update.
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All alerts not matching the Severity and Class are removed from the list.

3. To display additional information for a specific alert in the Details area, click the
alert in the list.

4. To remove filtering and return to the full listing of cleared alerts, click Reset.

Alerts History tab

The Alerts History tab displays a list of cleared alerts and details about a selected
alert.

Table 60 Alerts list, column label descriptions

Item Description
Message The alert message text.
Severity The level of seriousness of the alert. For example, warning, critical,

info, or emergency.

Date The time and date the alert occurred.

Class The subsystem where the alert occurred.

Object The physical component where the alert is occurring.

Status Whether the status is posted or cleared. A posted alert is not
cleared.

Table 61 Details area, row label descriptions

Item Description

Name A textual identifier for the alert.

Message The alert message text.

Severity The level of seriousness of the alert. For example, warning, critical,

info, emergency,

Class The subsystem and device where the alert occurred.
Date The time and date the alert occurred.

Object ID The physical component where the alert is occurring.
Event ID An event identifier.

Tenant Units Lists affected tenant units.

Additional Information More descriptive information about the alert.

Status Whether the status is posted or cleared. A posted alert is not
cleared.

Description More descriptive information about the alert.

Action A suggestion to remedy the alert.

Viewing hardware component status

The Hardware Chassis panel displays a block drawing of each enclosure in a system,
including the chassis serial number and the enclosure status. Within each block
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drawing are the enclosure components, such as disks, fans, power supplies, NVRAM,
CPUs, and memory. The components that appear depend upon the system model.

On systems running DD OS 5.5.1 and later, the system serial number is also displayed.
On newer systems, such as DD4500 and DD7200, the system serial number is
independent of the chassis serial number and remains the same during many types of
maintenance events, including chassis replacements. On legacy systems, such as
DD990 and earlier, the system serial number is set to the chassis serial number.

Procedure

1. Select Hardware > Chassis.

The Chassis view shows the system enclosures. Enclosure 1 is the system
controller, and the rest of the enclosures appear below Enclosure 1.

Components with problems show yellow (warning) or red (error); otherwise,
the component displays OK.

2. Hover the cursor over a component to see detailed status.

Fan status

Fans are numbered and correspond to their location in the chassis. Hover over a
system fan to display a tooltip for that device.

Table 62 Fan tooltip, column label descriptions

Item Description

Description The name of the fan.

Level The current operating speed range (Low, Medium, High). The
operating speed changes depending on the temperature inside
the chassis.

Status The health of the fan.

Temperature status
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Data Domain systems and some components are configured to operate within a
specific temperature range, which is defined by a temperature profile that is not
configurable. Hover over the Temperature box to display the temperature tooltip.

Table 63 Temperature tooltip, column label descriptions

Item Description

Description The location within the chassis being measured. The components
listed depend on the model and are often shown as abbreviations.
Some examples are:

CPU 0 Temp (Central Processing Unit)

MLB Temp 1 (main logic board)

BP middle temp (backplane)

LP temp (low profile of I/0 riser FRU)

FHFL temp (full height full length of 1/0 riser FRU)
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Table 63 Temperature tooltip, column label descriptions (continued)

Item

Description

C/F

Status

e FP temp (front panel)

The C/F column displays temperature in degrees Celsius and
Fahrenheit. When the description for a CPU specifies relative
(CPU n Relative), this column displays the number of degrees
that each CPU is below the maximum allowable temperature and
the actual temperature for the interior of the chassis (chassis
ambient).

Shows the temperature status:
e  OK—The temperature is acceptable

e  Critical—The temperature is higher than the shutdown
temperature.

e Warning—The temperature is higher than the warning
temperature (but lower than the shutdown temperature).

e Dash (-) —No temperature thresholds are configured for this
component, so there is no status to report.

Management panel status

DD6300, DD6800, and DD9300 systems have a fixed management panel with an
Ethernet port for the management network on the rear of the chassis. Hover over the
Ethernet port to display a tooltip.

Table 64 Management panel tooltip, column label descriptions

Item

Description

Description
Vendor

Ports

The type of NIC installed in the management panel.
The manufacturer of the management NIC.

The name of the management network (Ma).

SSD status (DD6300 only)

The DD6300 supports up to two SSDs in slots on the rear of the chassis. The SSD
slots are numbered and correspond to their location in the chassis. Hover over an SSD
to display a tooltip for that device.

Table 65 SSD tooltip, column label descriptions

Item

Description

Description
Status

Life Used

The name of the SSD.
The state of the SSD.

The percentage of the rated operating life the SSD has used.
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Power supply status

The tooltip shows the status of the power supply (OK or DEGRADED if a power supply
is absent or failed). You can also look at the back panel of the enclosure and check the
LED for each power supply to identify those that need replacing.

PCI slot status

The PCI slots shown in the chassis view indicate the number of PCI slots and the
numbers of each slot. Tooltips provide component status for each card in a PCI slot.
For example, the tooltip for one NVRAM card model displays the memory size,
temperature data, and battery levels.

NVRAM status

154

Hover over NVRAM to display information about the Non-Volatile RAM, batteries, and

other components.

Table 66 NVRAM tooltip, dolumn label descriptions

Item Description

Component The items in the component list depend on the NVRAM installed
in the system and can include the following items.

Firmware version

Memory size

Error counts

Flash controller error counts
Board temperature

CPU temperature

Battery number (The number of batteries depends on the
system type.)

Current slot number for NVRAM

C/F Displays the temperature for select components in the Celsius/
Fahrenheit format.

Value Values are provided for select components and describe the
following.

Firmware version number
Memory size value in the displayed units
Error counts for memory, PCI, and controller

Flash controller error counts sorted in the following groups:
configuration errors (Cfg Err), panic conditions (Panic), Bus
Hang, bad block warnings (Bad Blk Warn), backup errors
(Bkup Err), and restore errors (Rstr Err)

Battery information, such percent charged and status
(enabled or disabled)
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Viewing system statistics

The Realtime Charts panel displays up to seven graphs that show real-time subsystem
performance statistics, such as CPU usage and disk traffic.

Procedure
1. Select Home > Realtime Charts.

The Performance Graphs area displays the currently selected graphs.

2. To change the selection of graphs to display, select and clear the checkboxes
for graphs in the list box.

To view specific data-point information, hover over a graph point.

When a graph contains multiple data, you can use the checkboxes in the upper-
right corner of the graph to select what to display. For example, if Read is not
selected in the upper right of the disk activity graph, only write data is graphed.

Results

Each graph shows usage over the last 200 seconds. Click Pause to temporarily stop
the display. Click Resume to restart it and show points missed during the pause.

Performance statistics graphs

The performance statistics graphs display statistics for key system components and
features.

DD Boost Active Connections

The DD Boost Active Connections graph displays the number of active DD Boost
connections for each of the past 200 seconds. Separate lines within the graph
display counts for Read (recovery) connections and Write (backup) connections.

DD Boost Data Throughput

The DD Boost Data Throughput graph displays the bytes/second transferred for
each of the past 200 seconds. Separate lines within the graph display the rates
for data read from the system by DD Boost clients and data written to the system
by DD Boost clients.

Disk
The Disk graph displays the amount of data in the appropriate unit of
measurement based on the data received, such as KiB or MiB per second, going
to and from all disks in the system.

File System Operations

The File System Operations graph displays the number of operations per second
that occurred for each of the past 200 seconds. Separate lines within the graph
display the NFS and CIFS operations per second.

Network

The Network graph displays the amount of data in the appropriate unit of
measurement based on the data received, such as KiB or MiB per second, that
passes through each Ethernet connection. One line appears for each Ethernet
port.
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Recent CPU Usage

The Recent CPU Usage graph displays the percentage of CPU usage for each of
the past 200 seconds.

Replication (DD Replicator must be licensed)
The Replication graph displays the amount of replication data traveling over the
network for each of the last 200 seconds. Separate lines display the In and Out
data as follows:

¢ In: The total number of units of measurement, such as kilobytes per second,
received by this side from the other side of the DD Replicator pair. For the
destination, the value includes backup data, replication overhead, and network
overhead. For the source, the value includes replication overhead and network
overhead.

e Out: The total number of units of measurement, such as kilobytes per second,
sent by this side to the other side of the DD Replicator pair. For the source,
the value includes backup data, replication overhead, and network overhead.
For the destination, the value includes replication and network overhead.

Viewing active users

The Active Users tab displays the names of users who are logged into the system and
statistics about the current user sessions.

Procedure
1. Select Administration > Access > Active Users.

The Active Users list appears and displays information for each user.

Table 67 Active Users list, column label descriptions

Item Description

Name User name of the logged-in user.

Idle Time since last activity of user.

Last Login From System from which the user logged in.

Last Login Time Datestamp of when user logged in.

TTY Terminal notation for login. GUI appears for DD System

Manager users.

Note

To manage local users, click Go to Local Users.

History report management

DD System Manager enables you to generate reports to track space usage on a Data
Domain system for up to the previous two years. You can also generate reports to help
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understand replication progress, and view daily and cumulative reports on the file
system.

The Reports view is divided into two sections. The upper section lets you create the
various types of reports. The lower section lets you view and manage saved reports.

Reports display in a table format, and as charts, depending on the type of report. You
can select a report for a specific Data Domain system and provide a specific time
period.

The reports display historical data, not real-time data. After the report is generated,
the charts remain static and do not update. Examples of the types of information you
can get from the reports include:

e The amount of data that was backed up to the system and the amount of de-
duplication that was achieved

e Estimates of when the Data Domain system will be full, based on weekly space
usage trends

e Backup and compression utilization based on selected intervals

e Historical cleaning performance, including duration of cleaning cycle, amount of
space that can be cleaned, and amount of space that was reclaimed

¢ Amount of WAN bandwidth used by replication, for source and destination, and if
bandwidth is sufficient to meet replication requirements

e System performance and resource utilization

The New Report area lists the types of reports you can generate on your system.

Note

Replication reports can only be created if the system contains a replication license and
a valid replication context is configured.

File System Cumulative Space Usage report

The File System Cumulative Space Usage Report displays 3 charts that detail space
usage on the system during the specified duration. This report is used to analyze how
much data is backed up, the amount of deduplication performed, and how much space
is consumed.

Table 68 File System—Usage chart label descriptions

Item Description

Data Written (GiB) The amount of data written before compression. This is
indicated by a purple shaded area on the report.

Time The timeline for data that was written. The time displayed on
this report changes based upon the Duration selection when
the chart was created.

Total Compression Factor The total compression factor reports the compression ratio.
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Table 69 File System—Consumption chart label descriptions

Item Description
Used (GiB) The amount of space used after compression.
Time The date the data was written. The time displayed on this

report changes based upon the Duration selection when the
chart was created.

Used (Post Comp) The amount of storage used after compression.

Usage Trend The dotted black line shows the storage usage trend. When
the line reaches the red line at the top, the storage is almost
full.

Capacity The total capacity on a Data Domain system.

Cleaning Cleaning is the Cleaning cycle (start and end time for each

cleaning cycle). Administrators can use this information to
choose the best time for space cleaning the best throttle
setting.

Table 70 File System Weekly Cumulative Capacity chart label descriptions

Item Description

Date (or Time for 24 hour The last day of each week, based on the criteria set for the

report) report. In reports, a 24-hour period ranges from noon-to-
noon.

Data Written (Pre-Comp) The cumulative data written before compression for the

specified time period.

Used (Post-Comp) The cumulative data written after compression for the
specified time period.

Compression Factor The total compression factor. This is indicated by a black line
on the report.

File System Daily Space Usage report

The File System Daily Space Usage report displays five charts that detail space usage
during the specified duration. This report is used to analyze daily activities.

Table 71 File System Daily Space Usage chart label descriptions

Item Description

Space Used (GiB) The amount of space used. Post-comp is red shaded area.
Pre-Comp is purple shaded area.

Time The date the data was written.

Compression Factor The total compression factor. This is indicated by a black
square on the report.
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Table 72 File System Daily Capacity Utilization chart label descriptions

Item

Description

Date
Data Written (Pre-Comp)
Used (Post-Comp)

Total Compression Factor

The date the data was written.
The amount of data written pre-compression.
The amount of storage used after compression.

The total compression factor.

Table 73 File System Weekly Capacity Utilization chart label descriptions

Item

Description

Start Date
End Date
Available
Consumed

Data (Post -Comp)

Replication (Post-Comp)

Overhead

Reclaimed by Cleaning

The first day of the week for this summary.
The last day of the week for this summary.
Total amount of storage available.

Total amount of storage used.

The cumulative data written before compression for the
specified time period.

The cumulative data written after compression for the
specified time period.

Extra space used for non-data storage.

The total space reclaimed after cleaning.

Table 74 File System Compression Summary chart label descriptions

Item

Description

Time
Data Written (Pre-Comp)
Used (Post-Comp)

Total Compression Factor

The period of data collection for this report.
The amount of data written pre-compression.
The amount of storage used after compression.

The total compression factor.

Table 75 File System Cleaning Activity chart label descriptions

Item

Description

Start Time
End Time
Duration (Hours)

Space Reclaimed

The time the cleaning activity started.
The time the cleaning activity finished.
The total time required for cleaning in hours.

The space reclaimed in Gibibytes (GiB).

Replication Status report

The Replication Status report displays three charts that provide the status of the
current replication job running on the system. This report is used to provide a
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snapshot of what is happening for all replication contexts to help understand the
overall replication status on a Data Domain System.

Table 76 Replication Context Summary chart label descriptions

Item Description

ID The Replication Context identification.

Source Source system name.

Destination Destination system name.

Type Type of replication context: MTree, Directory, Collection, or
Pool.

Status Replication status types include: Error, Normal.

Sync as of Time
Estimated Completion

Pre-Comp Remaining

Post-Comp Remaining

Time and date stamp of last sync.
The estimated time the replication should be complete.

The amount of pre-compressed data to be replicated. This
only applies to Collection type.

The amount of post-compressed data to be replicated. This
only applies to Directory and Pool types.

Table 77 Replication Context Error Status chart label descriptions

Item Description

ID The Replication Context identification.

Source Source system name.

Destination Destination system name.

Type Replication context type: Directory or Pool.

Status Replication status types include: Error, Normal, and Warning.
Description Description of the error.

Table 78 Replication Destination Space Availability chart label descriptions

Item

Description

Destination

Space Availability (GiB)

Destination system name.

Total amount of storage available.
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The Replication Summary report provides performance information about a system’s
overall network in-and-out usage for replication, as well as per context levels over a
specified duration. You select the contexts to be analyzed from a list.

Table 79 Replication Summary report label descriptions

Item Description

Network In (MiB) The amount of data entering the system. Network In is
indicated by a thin green line.

Network Out (MiB) The amount of data sent from the system. Network Out is
indicated by a thick orange line.

Time The date on which the data was written.

Pre-Comp Remaining (MiB) The amount of pre-compressed data to be replicated. Pre-

Comp Remaining is indicated by a blue line.

Viewing the Task Log

The Task Log displays a list of currently running jobs, such as, replication or system
upgrades. DD System Manager can manage multiple systems and can initiate tasks on

those

systems. If a task is initiated on a remote system, the progress of that task is

tracked in the management station task log, not in the remote system task log.

Procedure

1.

Select Health > Jobs.

The Tasks view appears.

Select a filter by which to display the Task Log from the Filter By list box. You
can select All, In Progress, Failed, or Completed.

The Tasks view displays the status of all tasks based on the filter you select and
refreshes every 60 seconds.

To manually refresh the Tasks list, do either of the following.
¢ Click Update to update the task log.

¢ Click Reset to display all tasks and remove any filters that were set.

To display detailed information about a task, select the task in the task list.

Table 80 Detailed Information, label descriptions

Item Description

System The system name.

Task Description A description of the task.

Status The status of the task (completed, failed, or in progress).
Start Time The date and time the task started.

Viewing the Task Log 161



Monitoring Data Domain Systems

Table 80 Detailed Information, label descriptions (continued)

Item Description
End Time The date and time the task ended.
Error Message An applicable error message, if any.

Viewing the system High Availability status

You can use the High Availability panel to see detailed information about the HA
status of the system and whether the system can perform failover if necessary.

Procedure
1. Select Health > High Availability on the DD System Manager.

The Health High Availability screen appears.
A green check mark indicates the system is operating normally and ready for
failover.

The screen shows the active node, which is typically Node 0.
2. Hover the cursor over a node to see its status.

The node is highlighted in blue if it is active.

3. Click the drop-down menu in the banner if you want to change the view from
the active node to the standby node, which is typically Node 1.

High Availability status

The Health High Availability (HA) view informs you about the system status using a
diagram of the nodes and their connected storage. In addition, you can also see any
current alerts as well as detailed information about the system.

You can determine if the active node and the storage are operational by hovering the
cursor over them. Each is highlighted in blue when operating normally. The standby
node should appear gray.

You can also filter the alerts table by clicking on a component. Only alerts related to
the selected components will be displayed.
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Class Posi Timea

Mo Alert selected. Select one Alert to see Detailed
Information.

Item

Description

HA System bar

Displays a green check mark when the system
is operating normally and ready for failover.

Failover to Node 0

Allows you to manually fail over to the
standby node.

Take Node 1 Offline

Allows you to take the active node offline if
necessary.

System Information

Lists the Data Domain system model, the
system type, the version of the Data Domain
operating system version in use, and the
applied HA license.

HA Manager Displays the nodes, their attached storage,
the HA interconnect, and the cabling.

Severity Indicates the severity of any alerts that could
impact the system's HA status.

Component Indicates which component is affected.

Class Indicates the class of the alert received such

as hardware, environment, and others.
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Table 81 High Availability indicators (continued)

Item

Description

Post Time

Indicates the time and date the alert was
posted.
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File system overview

Learn how to use the file system.

How the file system stores data

Data Domain storage capacity is best managed by keeping multiple backups and 20%
empty space to accommodate backups until the next cleaning. Space use is primarily
affected by the size and compressibility of data, and the retention period.

A Data Domain system is designed as a very reliable online system for backups and
archive data. As new backups are added to the system, old backups are aged out.
Such removals are normally done under the control of backup or archive software
based on the configured retention period.

When backup software expires or deletes an old backup from a Data Domain system,
the space on the Data Domain system becomes available only after the Data Domain
system cleans the data of the expired backups from disk. A good way to manage
space on a Data Domain system is to retain as many online backups as possible with
some empty space (about 20% of total space available) to comfortably accommodate
backups until the next scheduled cleaning, which runs once a week by default.

Some storage capacity is used by Data Domain systems for internal indexes and other
metadata. The amount of storage used over time for metadata depends on the type of
data stored and the sizes of the stored files. With two otherwise identical systems,
one system may, over time, reserve more space for metadata and have less space for
actual backup data than the other if different data sets are sent to each system.

Space utilization on a Data Domain system is primarily affected by:
e The size and compressibility of the backup data.
e The retention period specified in the backup software.

High levels of compression result when backing up datasets with many duplicates and
retaining them for long periods of time.

How the file system reports space usage

All DD System Manager windows and system commands display storage capacity
using base 2 calculations. For example, a command that displays 1 GiB of disk space as
used reports 230 bytes = 1,073,741,824 bytes.

e 1KiB = 2'° = 1024 bytes

e 1MiB =220 = 1,048,576 bytes

e 1GiB = 230 = 1,073,741,824 bytes

e 1TiB =240 = 1,099,511,627,776 bytes

How the file system uses compression

The file system uses compression to optimize available disk space when storing data,
so disk space is calculated two ways: physical and logical. (See the section regarding
types of compression.) Physical space is the actual disk space used on the Data
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Domain system. Logical space is the amount of uncompressed data written to the
system.

The file system space reporting tools (DD System Manager graphs and filesys
show space command, or the alias df) show both physical and logical space. These
tools also report the size and amounts of used and available space.

When a Data Domain system is mounted, the usual tools for displaying a file system’s
physical use of space can be used.

The Data Domain system generates warning messages as the file system approaches
its maximum capacity. The following information about data compression gives
guidelines for disk use over time.

The amount of disk space used over time by a Data Domain system depends on:
e The size of the initial full backup.

e The number of additional backups (incremental and full) retained over time.
e The rate of growth of the backup dataset.

¢ The change rate of data.

For data sets with typical rates of change and growth, data compression generally
matches the following guidelines:

e For the first full backup to a Data Domain system, the compression factor is
generally 3:1.

e Each incremental backup to the initial full backup has a compression factor
generally in the range of 6:1.

e The next full backup has a compression factor of about 60:1.

Over time, with a schedule of weekly full and daily incremental backups, the aggregate
compression factor for all the data is about 20:1. The compression factor is lower for
incremental-only data or for backups with less duplicate data. Compression is higher
when all backups are full backups.

Data Domain compresses data at two levels: global and local. Global compression
compares received data to data already stored on disks. Duplicate data does not need
to be stored again, while data that is new is locally compressed before being written to
disk.

Local Compression

A Data Domain system uses a local compression algorithm developed specifically to
maximize throughput as data is written to disk. The default algorithm (I1z) allows
shorter backup windows for backup jobs but uses more space. Local compression
options provide a trade-off between slower performance and space usage. To change
compression, see the section regarding changing local compression.

After you change the compression, all new writes use the new compression type.
Existing data is converted to the new compression type during cleaning. It takes
several rounds of cleaning to recompress all of the data that existed before the
compression change.

The initial cleaning after the compression change might take longer than usual.
Whenever you change the compression type, carefully monitor the system for a week
or two to verify that it is working properly.
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How the file system implements data integrity

End-to-end verification

Multiple layers of data verification are performed by the DD OS file system on data
received from backup applications to ensure that data is written correctly to the Data
Domain system disks. This ensures the data can be retrieved without error.

The DD OS is purpose-built for data protection and it is architecturally designed for
data invulnerability. There are four critical areas of focus, described in the following
sections.

End-to-end checks protect all file system data and metadata. As data comes into the
system, a strong checksum is computed. The data is deduplicated and stored in the
file system. After all data is flushed to disk, it is read back, and re-checksummed. The
checksums are compared to verify that both the data and the file system metadata
are stored correctly.

Fault avoidance and containment

Data Domain uses a log-structured file system that never overwrites or updates
existing data. New data is always written in new containers and appended to existing
old containers. The old containers and references remain in place and are safe even in
the face of software bugs or hardware faults that may occur when storing new
backups.

Continuous fault detection and healing

Continuous fault detection and healing protects against storage system faults. The
system periodically rechecks the integrity of the RAID stripes, and uses the
redundancy of the RAID system to heal any faults. During a read, data integrity is re-
verified and any errors are healed on the fly.

File system recoverability

Data is written in a self-describing format. The file system can be re-created, if
necessary, by scanning the log and rebuilding it from the metadata stored with the
data.

How the file system reclaims storage space with file system cleaning

When your backup application (such as NetBackup or NetWorker) expires data, the
data is marked by the Data Domain system for deletion. However, the data is not
deleted immediately; it is removed during a cleaning operation.

¢ During the cleaning operation, the file system is available for all normal operations
including backup (write) and restore (read).

e Although cleaning uses a significant amount of system resources, cleaning is self-
throttling and gives up system resources in the presence of user traffic.

e Data Domain recommends running a cleaning operation after the first full backup
to a Data Domain system. The initial local compression on a full backup is generally
a factor of 1.5 to 2.5. An immediate cleaning operation gives additional
compression by another factor of 1.15 to 1.2 and reclaims a corresponding amount
of disk space.

e When the cleaning operation finishes, a message is sent to the system log giving
the percentage of storage space that was reclaimed.
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A default schedule runs the cleaning operation every Tuesday at 6 a.m. (tue 0600).
You can change the schedule or you can run the operation manually (see the section
regarding modifying a cleaning schedule).

Data Domain recommends running the cleaning operation once a week.

Any operation that disables the file system, or shuts down a Data Domain system
during a cleaning operation (such as a system power-off or reboot) aborts the
cleaning operation. The cleaning operation does not immediately restart when the
system restarts. You can manually restart the cleaning operation or wait until the next
scheduled cleaning operation.

With collection replication, data in a replication context on the source system that has
not been replicated cannot be processed for file system cleaning. If file system
cleaning is not able to complete because the source and destination systems are out
of synch, the system reports the status of the cleaning operation as partial, and
only limited system statistics are available for the cleaning operation. If collection
replication is disabled, the amount of data that cannot be processed for file system
cleaning increases because the replication source and destination systems remain out
of synch. The KB article Data Domain: An overview of Data Domain File System (DDFS)
clean/garbage collection (GC) phases, available from the Online Support site at https://
support.emc.com provides additional information.

With MTree replication, If a file is created and deleted while a snapshot is being
replicated, then the next snapshot will not have any information about this file, and the
system will not replicate any content associated with this file. Directory replication will
replicate both the create and delete, even though they happen close to each other.

With the replication log that directory replication uses, operations like deletions,
renaming, and so on, execute as a single stream. This can reduce the replication
throughput. The use of snapshots by MTree replication avoids this problem.

Supported interfaces

Interfaces supported by the file system.

e NFS

e CIFS

e DD Boost
e DDVTL

Supported backup software

Guidance for setting up backup software and backup servers to use with a Data
Domain systems is available at support.emc.com.

Data streams sent to a Data Domain system

For optimal performance, Data Domain recommends limits on simultaneous streams
between Data Domain systems and your backup servers.

A data stream, in the context of the following table, refers to a large byte stream
associated with sequential file access, such as a write stream to a backup file or a read
stream from a restore image. A Replication source or destination stream refers to a
directory replication operation or a DD Boost file replication stream associated with a
file replication operation.
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Table 82 Data streams sent to a Data Domain system

Model RAM/ Backup Backup Repl? Repl® dest | Mixed
NVRAM write read source streams
streams streams streams
DD140, DD160, ([4GBor6GB/ |16 4 15 20 w<= 16 ; r<= 4 ReplSrc<=15;
DD610 0.5GB ReplDest<=20; ReplDest+w<=16;
w+r+ReplSrc <=16;Total<=20
DD620, DD630, |8 GB/ 0.5GB |20 16 30 20 w<=20; r<=16; ReplSrc<=30;
DD640 or1GB ReplDest<=20; ReplDest+w<=20;
Total<=30
DD640, DD670 (16 GB or 20 90 30 60 90 w<=90; r<=30; ReplSrc<=60;
GB/1GB ReplDest<=90; ReplDest+w<=90;
Total<=90
DD670, DD860 |36 GB/1GB 90 50 90 90 w<=90; r<=50; ReplSrc<=90;
ReplDest<=90; ReplDest+w<=90;
Total<=90
DD860 72GBP/1GB |90 50 90 90 w<=90; r<=50; ReplSrc<=90;
ReplDest<=90; ReplDest+w<=90;
Total<=90
DD890 96 GB/ 2 GB 180 50 90 180 w<=180; r<=50; ReplSrc
<=90;ReplDest<=180; ReplDest
+w<=180; Total<=180
DD990 128 or 256 540 150 270 540 w<=540; r<=150; ReplSrc<=270;
GBP /4GB ReplDest<=540; ReplDest
+w<=540; Total<=540
DD2200 8 GB 35 6 18 20 w<=35; r<=6; ReplSrc<=18;
ReplDest<=20; ReplDest+w<=35;
Total<=35
DD2200 16 GB 60 16 30 60 w<=60; r<=16; ReplSrc<=30;
ReplDest<=60; ReplDest+w<=60;
Total<=60
DD2500 320r64GB/ 2 (180 50 90 180 w<=180; r<=50; ReplSrc<=90;
GB ReplDest<=180; ReplDest
+w<=180; Total<=180
DD4200 128 GBP /4GB | 270 75 150 270 w<=270; r<=75; ReplSrc<=150;
ReplDest<=270; ReplDest
+w<=270; Total<=270
DD4500 192 GBP /4GB |270 75 150 270 w<=270; r<=75; ReplSrc<=150;
ReplDest<=270; ReplDest
+w<=270; Total<=270
DD7200 128 or 256 540 150 270 540 w<=540; r<=150; ReplSrc<=270;
GBP /4GB ReplDest<=540; ReplDest
+w<=540; Total<=540
DD9500 256/512 GB 1885 300 540 1080 w<=1885; r<=300;

ReplSrc<=540; ReplDest<=1080;
ReplDest+w<=1080; Total<=1885
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Table 82 Data streams sent to a Data Domain system (continued)

Model RAM/ Backup Backup Repl? Repl® dest | Mixed
NVRAM write read source streams
streams |streams |streams

DD9800 256/768 GB 1885 300 540 1080 w<=1885; r<=300;
ReplSrc<=540; ReplDest<=1080;
ReplDest+w<=1080; Total<=1885

DD6300 48/96 GB 270 75 150 270 w<=270; r<=75; ReplSrc<=150;
ReplDest<=270; ReplDest
+w<=270; Total<=270

DD6800 192 GB 400 10 220 400 w<=400; r<=110; ReplSrc<=220;
ReplDest<=400; ReplDest
+w<=400; Total<=400

DD9300 192/384 GB 800 220 440 800 w<=800; r<=220; ReplSrc<=440;
ReplDest<=800; ReplDest
+w<=800; Total<=800

Data Domain 6 TBor8TBor |16 4 15 20 w<= 16 ; r<= 4 ReplSrc<=15;
Virtual Edition 16TB/0.5TB ReplDest<=20; ReplDest+w<=16;
(DD VE) or 32 TB or 48 w+r+ReplSrc <=16;Total<=20

TB or 64 TB or

96 TB

a. DirRepl, OptDup, MTreeRepl streams
b. The Data Domain Extended Retention software option is available only for these devices with extended (maximum) memory

File system limitations

File system limitations, including: limits on the number of files, the battery, and so on.

Limits on number of files in a Data Domain system
Consequences and considerations of storing more than 1 billion files.

Data Domain recommends storing no more than 1 billion files on a system. Storing a
larger number of files can adversely affect the performance and the length of
cleaning, and some processes, such as file system cleaning, may run much longer with
a very large number of files. For example, the enumeration phase of cleaning may take
from a few minutes to several hours depending upon the number of files in the system.

Note

The overall performance for the Data Domain system will fall to unacceptable levels if
the system is required to support the maximum file amount and the workload from the
client machines is not carefully controlled.

When the file system passes the billion file limit, several processes or operations might
be adversely affected, for example:

¢ Cleaning may take a very long time to complete, perhaps several days.
e AutoSupport operations may take more time.
e Any process or command that needs to enumerate all the files.

If there are many small files, other considerations arise:
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¢ The number of separate files that can be created per second, (even if the files are
very small) may be more of a limitation than the number of MB/s that can be
moved into a Data Domain system. When files are large, the file creation rate is not
significant, but when files are small, the file creation rate dominates and may
become a factor. The file creation rate is about 100 to 200 files per second
depending upon the number of MTrees and CIFS connections. This rate should be
taken into account during system sizing when a bulk ingest of a large number of
files is needed by a customer environment.

e File access latencies are affected by the number of files in a directory. To the
extent possible, we recommend directory sizes of less than 250,000. Larger
directory sizes might experience slower responses to metadata operations such as
listing the files in the directory and opening or creating a file.

Limits on the battery

For systems that use NVRAM, the operating system creates a low battery alert if the
battery charge falls below 80% capacity, and the file system is disabled.

NOTICE

The Data Domain DD2200 system does not use NVRAM so firmware calculations
decide whether the battery charge is sufficient to save the data and disable the file
system if there is a loss of AC power.

Maximum number of supported inodes

An NFS or CIFS client request causes a Data Domain system to report a capacity of
about two billion inodes (files and directories). A Data Domain system can exceed that
number, but the reporting on the client may be incorrect.

Maximum path name length

The maximum length of a full path name (including the charactersin /data/coll/
backup) is 1023 bytes. The maximum length of a symbolic link is also 1023 bytes.

Limited access during HA failover

Access to files may be interrupted for up to 10 minutes during failover on High
Availability systems. (DD Boost and NFS require additional time.)

Monitoring file system usage

View real-time data storage statistics.

The File System view has tabs and controls that provide access to real-time data
storage statistics, cloud unit information, encryption information, and graphs of space
usage amounts, consumption factors, and data written trends. There are also controls
for managing file system cleaning, expansion, copying, and destruction.

Accessing the file system view
This section describes the file system functionality.
Procedure

e Select Data Management > File System.
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About the File System Status panel
Display the status of file system services.

To access the File System Status panel, click Data Management > File System >
Show Status of File System Services.

File System
The File System field contains an Enable/Disable link and shows the working state of
the file system:

e Enabled and running—and the latest consecutive length of time the file system
has been enabled and running.

¢ Disabled and shutdown.

e Enabling and disabling—in the process of becoming enabled or disabled.

e Destroyed—if the file system is deleted.

e Error—if there is an error condition, such as a problem initializing the file system.
Cloud File Recall

The Cloud File Recall field contains a Recall link to initiate a file recall from the Cloud

Tier. A Details link is available if any active recalls are underway. For more information,
see the "Recalling a File from the Cloud Tier" topic.

Physical Capacity Measurement

The Physical Capacity Measurement field contains an Enable button when physical
capacity measurement status is disabled. When enabled, the system displays Disable
and View buttons. Click View to see currently running physical capacity
measurements: MTree, priority, submit time, start time, and duration.

Data Movement

The Data Movement field contains Start/Stop buttons and shows the date the last
data movement operation finished, the number of files copied, and the amount of data
copied. The system displays a Start button when the data movement operation is
available, and a Stop when a data movement operation is running.

Active Tier Cleaning

The Active Tier Cleaning field contains a Start/Stop button and shows the date the
last cleaning operation occurred, or the current cleaning status if the cleaning
operation is currently running. For example:

Cleaning finished at 2009/01/13 06:00:43

or, if the file system is disabled, shows:

Unavailable

Cloud Tier Cleaning

The Cloud Tier Cleaning field contains a Start/Stop button and shows the date the
last cleaning operation occurred, or the current cleaning status if the cleaning
operation is currently running. For example:

Cleaning finished at 2009/01/13 06:00:43

or, if the file system is disabled, shows:

Unavailable
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About the Summary tab

Click the Summary tab to show space usage statistics for the active and cloud tiers
and to access controls for viewing file system status, configuring file system settings,
performing a Fast Copy operation, expand capacity, and destroy the file system.

For each tier, space usage statistics include:

Size—The amount of total physical disk space available for data.

Used—the actual physical space used for compressed data. Warning messages go
to the system log and an email alert is generated when the use reaches 90%, 95%,
and 100%. At 100%, the Data Domain system accepts no more data from backup
servers.

If the Used amount is always high, check the cleaning schedule to see how often
the cleaning operation runs automatically. Then use the modifying a cleaning
schedule procedure to run the operation more often. Also consider reducing the
data retention period or splitting off a portion of the backup data to another Data
Domain system.

Available (GiB)—The total amount of space available for data storage. This figure
can change because an internal index may expand as the Data Domain system fills
with data. The index expansion takes space from the Avail GiB amount.

Pre-Compression (GiB)—Data written before compression.
Total Compression Factor (Reduction %)—Pre-Comp / Post-Comp.

Cleanable (GiB)—The amount of space that could be reclaimed if a cleaning were
run.

For Cloud Tier, the Cloud File Recall field contains a Recall link to initiate a file recall
from the Cloud Tier. A Details link is available if any active recalls are underway. For
more information, see the "Recalling a File from the Cloud Tier" topic.

Separate panels provide the following statistics for the last 24 hours for each tier:

Pre-Compression (GiB)—Data written before compression.
Post-Compression (GiB)—Storage used after compression.

Global Compression Factor— (Pre-Compression / (Size after global
compression).

Local Compression Factor—(Size after global compression) / Post-
Compression).

Total Compression Factor (Reduction %)—[(Pre-Comp - Post-Comp) / Pre-
Comp] * 100.

About file system settings

Display and change system options as well as the current cleaning schedule.

To access the File System Settings dialog, click Data Management > File System >
Settings.

Table 83 General settings

General settings Description

Local Compression Type The type of local compression in use.

e See the section regarding types of compression for an
overview.
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Table 83 General settings (continued)

General settings

Description

Cloud Tier Local Comp

Report Replica as Writable

Staging Reserve

Marker Type

Throttle

Cache

e See the section regarding changing local compression

The type of compression in use for the cloud tier.

e See the section regarding types of compression for an
overview.

e See the section regarding changing local compression
How applications see a replica.

e See the section regarding changing read-only settings
Manage disk staging.

e See the section regarding working with disk staging

e See the section regarding configuring disk staging

Backup software markers (tape markers, tag headers, or other
names are used) in data streams. See the section regarding
tape marker settings

See the section regarding setting the physical capacity
measurement throttle.

Physical Capacity Cache initialization cleans up the caches and
enhances the measuring speed.

You can adjust the workload balance of the file system to increase performance based

on your usage.

Table 84 Workload Balance settings

Workload Balance
settings

Description

Random workloads (%)

Sequential workloads (%)

Instant access and restores perform better using random
workloads.

Traditional backups and restores perform better with sequential
workloads.

Table 85 Data Movement settings

Data movement policy
settings

Description

File Age Threshold

Schedule

Throttle

When data movement starts, all files that have not been
modified for the specified threshold number of days will be
moved from the active to the retention tier.

Days and times data is moved.

The percentage of available resources the system uses for data
movement. A throttle value of 100% is the default throttle and
means that data movement will not be throttled.
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Table 86 Cleaning settings

Cleaning schedule Description
settings
Time The date time cleaning operations run.

e See the section regarding modifying a cleaning schedule

Throttle The system resources allocation.

e See the section regarding throttling the cleaning operation

About the Cloud Units tab

Display summary information for cloud units, add and modify cloud units, and manage
certificates.

The Cloud Units tab on the File System page is shown only when the optional DD
Cloud Tier license is enabled. This view lists summary information (status, network
bandwidth, read access, local compression, data movement and data status) the name
of the cloud provider, the used capacity, and the licensed capacity. Controls are
provided for editing the cloud unit, managing certificates, and adding a new cloud unit.

About the Retention Units tab

Display the retention unit and its state, status, and size.

The Retention Units tab on the File System page is shown only when the optional DD
Extended Retention license is enabled. This view lists the retention unit and shows its
state (new, sealed, or target), its status (disabled or ready), and its size. If the unit
has been sealed, meaning no more data can be added, the date that it was sealed is
given.

Select the diamond symbol to the right of a column heading to sort the order of the
values in reverse.

About the DD Encryption tab
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Display encryption status, progress, algorithms, and so on.

Table 87 DD Encryption settings

Setting Description

DD System Status can be one of the following:
* Not licensed—No other information provided.
¢ Not configured—Encryption is licensed but not configured.
e Enabled—Encryption is enabled and running.

e Disabled—Encryption is disabled.

Active Tier View encryption status for the active tier:
e Enabled—Encryption is enabled and running.

e Disabled—Encryption is disabled.

Cloud Unit View encryption status per cloud unit:
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Table 87 DD Encryption settings (continued)

Setting

Description

Encryption Progress

Encryption Algorithm

Encryption Passphrase

File System Lock

Status

Key Management

Key Manager

Server

Server Status

e Enabled—Encryption is enabled and running.
e Disabled—Encryption is disabled.
View encryption status details for the active tier regarding the

application of changes and re-encryption of data. Status can be
one of the following:

e None
e Pending
¢ Running
e Done

Click View Details to display the Encryption Status Details dialog
that includes the following information for the Active Tier:

e Type (Example: Apply Changes when encryption has already
been initiated, or Re-encryption when encryption is a result of
compromised data-perhaps a previously destroyed key.)

e Status (Example: Pending)

e Details: (Example: Requested on December xx/xx/xx and will
take after the next system clean).

The algorithm used to encrypt the data:

e AES 256-bit (CBC) (default)

e AES 256-bit (GCM) (more secure but slower)

e AES 128-bit (CBC) (not as secure as 256-bit)

e AES 128-bit (GCM) (not as secure as 256-bit)
See Changing the Encryption Algorithm for details.

When configured, shows as “*****_” To change the passphrase,
see Managing the System Passphrase.

The File System Lock status is either:
e Unlocked—The feature is not enabled.

e |Locked—The feature is enabled.

Either the internal Data Domain Embedded Key Manager or the
optional RSA Data Protection Manager (DPM) Key Manager. Click
Configure to switch between key managers (if both are
configured), or to modify Key Manager options.

The name of the RSA Key Manager Server.

Online or offline, or the error messages returned by the RSA Key
Manager Server.
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Table 87 DD Encryption settings (continued)

Setting Description

Key Class A specialized type of security class used by the optional RSA Data
Protection Manager (DPM) Key Manager that groups
crytopgraphic keys with similar characteristics. The Data Domain
system retrieves a key from the RSA server by key class. A key
class to be set up to either return the current key, or to generate a
new key each time.

Note

The Data Domain system supports only key classes configured to
return the current key.

Port The port number of the RSA server.

FIPS mode Whether or not the imported host certificate is FIPS compliant. The
default mode is enabled.

Encryption Keys Lists keys by ID numbers. Shows when a key was created, how long
it is valid, its type (RSA DPM Key Manager or the Data Domain
internal key), its state (see Working with the RSA DPM Key
Manager, DPM Encryption Key States Supported by Data Domain),
and the amount of the data encrypted with the key. The system
displays the last updated time for key information above the right
column. Selected keys in the list can be:

e Synchronized so the list shows new keys added to the RSA
server (but are not usable until the file system is restarted).

e Deleted.

e Destroyed.

About the space usage view (file system)

178

Display a visual (but static) representation of data use for the file system at certain
points in time.

Click Data Management > File System > Charts. Select Space Usage from the Chart
drop-down list.

Click a point on a graph line to display data at that point. The lines of the graph denote
measurements for:

¢ Pre-comp Written—The total amount of data sent to the MTree by backup
servers. Pre-compressed data on an MTree is what a backup server sees as the
total uncompressed data held by an MTree-as-storage-unit, shown with the Space
Used (left) vertical axis of the graph.

e Post-comp Used—The total amount of disk storage in use on the MTree, shown
with the Space Used (left) vertical axis of the graph.

¢ Comp Factor—The amount of compression the Data Domain system has
performed with the data it received (compression ratio), shown with the
Compression Factor (right) vertical axis of the graph.
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Checking Historical Space Usage

On the Space Usage graph, clicking a Date Range (that is, 1w, 1m, 3m,1y, or All) above
the graph lets you change the number of days of data shown on the graph, from one
week to all.

view
Display space used over time, in relation to total system capacity.

Click Data Management > File System > Charts. Select Consumption from the
Chart drop-down list.

Click a point on a graph line to display data at that point. The lines of the graph denote
measurements for:

e Capacity—The total amount of disk storage available for data on the Data Domain
system. The amount is shown with the Space Used (left) vertical axis of the graph.
Clicking the Capacity checkbox toggles this line on and off.

e Post-comp—The total amount of disk storage in use on the Data Domain system.
Shown with the Space Used (left) vertical axis of the graph.

e Comp Factor—The amount of compression the Data Domain system has
performed with the data it received (compression ratio). Shown with the
Compression Factor (right) vertical axis of the graph.

¢ Cleaning—A grey diamond is displayed on the chart each time a file system
cleaning operation was started.

¢ Data Movement—The amount of disk space moved to the archiving storage area
(if the Archive license is enabled).

Checking Historical Consumption Usage

On the Consumption graph, clicking a Date Range (that is, 1w, 1m, 3m,1y, or All) above
the graph lets you change the number of days of data shown on the graph, from one
week to all.

About the daily written view (file system)

Display the flow of data over time. The data amounts are shown over time for pre- and
post-compression amounts.

Click Data Management > File System > Charts. Select Daily Written from the
Chart drop-down list.

Click a point on a graph line to display a box with data at that point. The lines on the
graph denote measurements for:

¢ Pre-Comp Written—The total amount of data written to the file system by backup
servers. Pre-compressed data on the file system is what a backup server sees as
the total uncompressed data held by the file system.

e Post-Comp Written—The total amount of data written to the file system after
compression has been performed, as shown in GiBs.

¢ Total Comp Factor—The total amount of compression the Data Domain system
has performed with the data it received (compression ratio), shown with the Total
Compression Factor (right) vertical axis of the graph.

Checking Historical Written Data

On the Daily Written graph, clicking a Date Range (that is, 1w, 1m, 3m,1y, or All) above
the graph lets you change the number of days of data shown on the graph, from one
week to all.
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When the file system is full or nearly full

Data Domain systems have three progressive levels of being full. As each level is
reached, more operations are progressively disallowed. At each level, deleting data and
then performing a file system cleaning operation makes disk space available.

Note

The process of deleting files and removing snapshots does not immediately reclaim
disk space, the next cleaning operation reclaims the space.

e Level 1—At the first level of fullness, no more new data can be written to the file
system. An informative out of space alert is generated.
Remedy—Delete unneeded datasets, reduce the retention period, delete
snapshots, and perform a file system cleaning operation.

e Level 2—At the second level of fullness, files cannot be deleted. This is because
deleting files also require free space but the system has so little free space
available that it cannot even delete files.

Remedy—Expire snapshots and perform a file system cleaning operation.

e Level 3—At the third and final level of fullness, attempts to expire snapshots,
delete files, or write new data fail.
Remedy—Perform a file system cleaning operation to free enough space to at
least delete some files or expire some snapshots and then rerun cleaning.

Monitor the space usage with email alerts

Alerts are generated when the file system is at 90%, 95%, and 100% full. To send
these alerts, add the user to the alert emailing list.

Note

To join the alert email list, see Viewing and Clearing Alerts.

Managing file system operations

This section describes file system cleaning, sanitization, and performing basic
operations.

Performing basic operations

Basic file system operations include enabling and disabling the file system, and in the
rare occasion, destroying a file system.

Creating the file system

Create a file system from the Data Management > File System page using the
Summary tab.

There are three reasons to create a file system:

e For a new Data Domain system.

e When a system is started after a clean installation.
e After a file system has been destroyed.

To create the file system:

180 Data Domain Operating System 6.0 Administration Guide



File System

Procedure

1. Verify that storage has been installed and configured (see the section on
viewing system storage information for more information). If the system does
not meet this prerequisite, a warning message is displayed. Install and configure
the storage before attempting to create the file system.

2. Select Data Management > File System > Summary > Create.

The File System Create Wizard is launched. Follow the instructions provided.

Enabling or disabling the file system

The option to enable or disable the file system is dependent on the current state of
the file system—if its enabled, you can disable it and vice versa.

¢ Enabling the file system allows Data Domain system operations to begin. This
ability is available to administrative users only.

¢ Disabling the file system halts all Data Domain system operations, including
cleaning. This ability is available to administrative users only.

A CAUTION

Disabling the file system when a backup application is sending data to the system
can cause the backup process to fail. Some backup software applications are able
to recover by restarting where they left off when they are able to successfully
resume copying files; others might fail, leaving the user with an incomplete
backup.

Procedure
1. Select Data Managment > File System > Summary.
2. For File System, click Enable or Disable.

3. On the confirmation dialog, click Close.

Expanding the file system

You might need to expand the size of a file system if the suggestions given in "When
the File System Is Full or Nearly Full" do not clear enough space for normal operations.

A file system may not be expandable, however, for these reasons:

e The file system is not enabled.

e There are no unused disks or enclosures in the Active, Retention, or Cloud tiers.
¢ An expanded storage license is not installed.

e There are not enough capacity licenses installed.

DD6300 systems support the option to use ES30 enclosures with 4 TB drives ( 43.6
TiB) at 50% utilization (21.8 TiB) in the active tier if the available licensed capacity is
exactly 21.8 TiB. The following guidelines apply to using partial capacity shelves.

¢ No other enclosure types or drive sizes are supported for use at partial capacity.
e A partial shelf can only exist in the Active tier.
e Only one partial ES30 can exist in the Active tier.

¢ Once a partial shelf exists in a tier, no additional ES30s can be configured in that
tier until the partial shelf is added at full capacity.
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Note

This requires licensing enough additional capacity to use the remaining 21.8 TiB of
the partial shelf.

¢ If the available capacity exceeds 21.8 TB, a partial shelf cannot be added.

e Deleting a 21 TiB license will not automatically convert a fully-used shelf to a
partial shelf. The shelf must be removed, and added back as a partial shelf.

To expand the file system:
Procedure
1. Select Data Managment > File System > Summary > Expand Capacity.

The Expand File System Capacity wizard is launched. The Storage Tier drop-
down list always contains Active Tier, and it may contain either Extended
Retention Tier or Cloud Tier as a secondary choice. The wizard displays the
current capacity of the file system for each tier as well as how much additional
storage space is available for expansion.

Note

File system capacity can be expanded only if the physical disks are installed on
the system and file system is enabled.

2. From the Storage Tier drop-down list, select a tier.

In the Addable Storage area, select the storage devices to use and click Add to
Tier.

4. Follow the instructions in the wizard. When the confirmation page is displayed,
click Close.

Destroying the file system

Destroying the file system should be done only under the direction of Customer
Support. This action deletes all data in the file system, including virtual tapes. Deleted
data is not recoverable. This operation also removes Replication configuration
settings.

This operation is used when it is necessary to clean out existing data, to create a new
collection replication destination, or to replace a collection source, or for security
reasons because the system is being removed from operation.

A CAUTION

The optional Write zeros to disk operation writes zeros to all file system disks,
effectively removing all traces of data. If the Data Domain system contains a
large amount of data, this operation can take many hours, or a day, to complete.

Note

As this is a destructive procedure, this operation is available to administrative users
only.

Procedure

1. Select Data Management > File System > Summary > Destroy.

2. Inthe Destroy File System dialog box, enter the sysadmin password (it is the
only accepted password).
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3. Optionally, click the checkbox for Write zeros to disk to completely remove
data.

4. Click OK.

Performing cleaning

This section describes how to start, stop, and modify cleaning schedules.

Starting cleaning
To immediately start a cleaning operation.
Procedure
1. Select Data Managment > File System > Summary > Settings > Cleaning.

The Cleaning tab of the File System Setting dialog displays the configurable
settings for each tier.

2. For the active tier:

a. In the Throttle % text box, enter a system throttle amount. This is the
percentage of CPU usage dedicated to cleaning. The default is 50 percent.

b. In the Frequency drop-down list, select one of these frequencies: Never,
Daily, Weekly, Biweekly, and Monthly. The default is Weekly.

c. For At, configure a specific time.
d. For On, select a day of the week.
3. For the cloud tier:

a. In the Throttle % text box, enter a system throttle amount. This is the
percentage of CPU usage dedicated to cleaning. The default is 50 percent.

b. In the Frequency drop-down list, select one of these frequencies: Never,
After every 'N' Active Tier cleans.

Note

If a cloud unit is inaccessible when cloud tier cleaning runs, the cloud unit is
skipped in that run. Cleaning on that cloud unit occurs in the next run if the
cloud unit becomes available. The cleaning schedule determines the duration
between two runs. If the cloud unit becomes available and you cannot wait
for the next scheduled run, you can start cleaning manually.

4, Click Save.

Stopping cleaning
To immediately stop a cleaning operation.
Procedure
1. Select Data Managment > File System > Summary > Settings > Cleaning.

The Cleaning tab of the File System Setting dialog displays the configurable
settings for each tier.

2. For the active tier:

a. In the Frequency drop-down list, select Never.
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3. For the cloud tier:

a. In the Frequency drop-down list, select Never.
4. Click Save.

Performing sanitization

To comply with government guidelines, system sanitization, also called data shredding,
must be performed when classified or sensitive data is written to any system that is
not approved to store such data.

When an incident occurs, the system administrator must take immediate action to
thoroughly eradicate the data that was accidentally written. The goal is to effectively
restore the storage device to a state as if the event never occurred. If the data
leakage is with sensitive data, the entire storage will need to be sanitized using EMC
Professional Services' Secure Data erasure practice.

The Data Domain sanitization command exists to enable the administrator to delete
files at the logical level, whether a backup set or individual files. Deleting a file in most
file systems consists of just flagging the file or deleting references to the data on disk,
freeing up the physical space to be consumed at a later time. However, this simple
action introduces the problem of leaving behind a residual representation of underlying
data physically on disks. Deduplicated storage environments are not immune to this
problem.

Shredding data in a system implies eliminating the residual representation of that data
and thus the possibility that the file may be accessible after it has been shredded.
Data Domain's sanitization approach ensures is compliant with the 2007 versions of
Department of Defense (DoD) 5220.22 of the following specifications:

e US Department of Defense 56220.22-M Clearing and Sanitization Matrix

e MNational Institute of Systems and Technology (NIST) Special Publication 800-88
Guidelines for Medlia Sanitization

Sanitizing deduplicated data

Data Domain systems sanitize data in place, in its native deduplicated state.

Deduplication storage systems extract common data patterns from files sent to the
system and store only unique copies of these patterns, referencing all the redundant
instances. Because these data patterns or segments may potentially be shared among
many files in the system, the sanitization process must first determine whether each
of the segments of the contaminated file are shared with a clean file and then erase
only those segments that are not shared, along with any contaminated metadata.

All storage tiers, caches, unused capacity, and free space are cleared so that every
copy of every segment that belongs exclusively to the deleted files is eradicated. The
system reclaims and overwrites all of the storage occupied by these segments to
effectively restore the storage device to a state as if the contaminated files never
existed in that system.

Sanitization level 1: data clearing or shredding

If the data you need to remove is unclassified, as defined in the "US Department of
Defense 5220.22-M Clearing and Sanitization Matrix," Level 1 sanitization can be used
to overwrite the affected storage once. This provides the basis for handling most data
shredding and system sanitization cases.

The Data Domain system sanitization feature ensures that every copy of every
segment that belongs only to erased files is overwritten using a single-pass
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zerotization mechanism. Clean data in the system being sanitized is online and
available to users.

Procedure

1. Delete the contaminated files or backups through the backup software or
corresponding client. In the case of backups, be sure to manage the backup
software appropriately to ensure that related files on that image are reconciled,
catalog records are managed as required, and so forth.

2. Runthe system sanitize start command on the contaminated Data
Domain system to cause all previously used space in it to be overwritten once
(see the figure below).

3. Wait for the affected system to be sanitized. Sanitization can be monitored by
using the system sanitize watch command.

If the affected Data Domain system has replication enabled, all the systems
containing replicas need to be processed in a similar manner. Depending on how
much data exists in the system and how it is distributed, the system
sanitize command could take some time. However, during this time, all clean
data in the system is available to users.

Sanitization level 2: full system sanitization

If the data you need to remove is classified, as defined in the "US Department of
Defense 5220.22-M Clearing and Sanitization Matrix," Level 2 sanitization, or full
system sanitization, is now required.

Data Domain recommends Blancco for multi-pass overwrites with any overwrite
pattern and a certificate. This provides the basis for handling universal Department of
Defense requirements where complete system sanitization is required. For more
information, go to:

https://www.emc.com/auth/rcoll/servicekitdocument/
cp_datadomaindataerase_psbasddde.pdf

Modifying basic settings

Change the type of compression used, marker types, Replica write status, and Staging
Reserve percentage, as described in this section.

Changing local compression

Use the General tab of the File System Settings dialog to configure the local
compression type.

Note

Do not change the type of local compression unless it is necessary.

Procedure
1. Select Data Managment > File System > Summary > Settings > General.

2. From the Local Compression Type drop-down list, select a compression type.
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Table 88 Compression type

Option Description
NONE Do not compress data.
LZ The default algorithm that gives the best throughput. Data Domain

recommends the |z option.

GZFAST A zip-style compression that uses less space for compressed data, but more
CPU cycles (twice as much as Iz). Gzfast is the recommended alternative
for sites that want more compression at the cost of lower performance.

Gz A zip-style compression that uses the least amount of space for data
storage (10% to 20% less than |z on average; however, some datasets get
much higher compression). This also uses the most CPU cycles (up to five
times as much as |z). The gz compression type is commonly used for
nearline storage applications in which performance requirements are low.

3. Click Save.

Changing read-only settings

Change the replica to writable. Some backup applications must see the replica as
writable to do a restore or vault operation from the replica.

Procedure

Select Data Managment > File System > Summary > Settings > General.

2. In the Report Replica as Writable area, toggle between Disabled and Enabled
as appropriate.

3. Click Save.

Working with disk staging

Disk staging enables a Data Domain system to serve as a staging device, where the
system is viewed as a basic disk via a CIFS share or NFS mount point.

Disk staging can be used in conjunction with your backup software, such as
Symantec’s NetBackup (NBU) and EMC’s NetWorker, it does not require a license,
and is disabled by default.

Note

The DD VTL feature is not required or supported when the Data Domain system is
used as a Disk Staging device.

The reason that some backup applications use disk staging devices is to enable tape
drives to stream continuously. After the data is copied to tape, it is retained on disk for
as long as space is available. Should a restore be needed from a recent backup, more
than likely the data is still on disk and can be restored from it more conveniently than
from tape. When the disk fills up, old backups can be deleted to make space. This
delete-on-demand policy maximizes the use of the disk.

In normal operation, the Data Domain System does not reclaim space from deleted
files until a cleaning operation is done. This is not compatible with backup software
that operates in a staging mode, which expects space to be reclaimed when files are
deleted. When you configure disk staging, you reserve a percentage of the total space
—typically 20 to 30 percent—in order to allow the system to simulate the immediate
freeing of space.
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The amount of available space is reduced by the amount of the staging reserve. When
the amount of data stored uses all of the available space, the system is full. However,
whenever a file is deleted, the system estimates the amount of space that will be
recovered by cleaning and borrows from the staging reserve to increase the available
space by that amount. When a cleaning operation runs, the space is actually recovered
and the reserve restored to its initial size. Since the amount of space made available
by deleting files is only an estimate, the actual space reclaimed by cleaning may not
match the estimate. The goal of disk staging is to configure enough reserve so that
you do not run out before cleaning is scheduled to run.

Configuring disk staging

Tape marker settings

Enable disk staging and specify the staging reserve percentage.

Procedure

1. Select Data Managment > File System > Summary > Settings > General.

2. Inthe Staging Reserve area, toggle between Disabled and Enabled as
appropriate.

3. If Staging Reserve is enabled, enter a value in the % of Total Space box.

This value represents the percentage of the total disk space to be reserved for
disk staging, typically 20 to 30%.

4. Click Save.

Backup software from some vendors insert markers (tape markers, tag headers, or
other names are used) in all data streams (both file system and DD VTL backups) sent
to a Data Domain system.

Markers can significantly degrade data compression on a Data Domain system. As
such, the default marker type auto is set and cannot be changed by the user. If this
setting is not compatible with your backup software, contact your contracted support
provider.

Note

For information about how applications work in a Data Domain environment, see How
EMC Data Domain Systems Integrate into the Storage Environment. You can use these
matrices and integration guides to troubleshoot vendor-related issues.

SSD Random workload share

The value for the threshold at which to cap random 170 on the Data Domain system
can be adjusted from the default value to accommodate changing requirements and
I/0 patterns.

By default, the Data Domain system sets the SSD random workload share at 40%.
This value can be adjusted up or down as needed. Select Data Managment > File
System > Summary > Settings > Workload Balance, and adjust the slider.

Click Save.
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Fast copy operations

A fast copy operation clones files and directory trees of a source directory to a target
directory on a Data Domain system.

The force option allows the destination directory to be overwritten if it exists.
Executing the fast copy operation displays a progress status dialog box.

Note

A fast copy operation makes the destination equal to the source, but not at a specific
time. There are no guarantees that the two are or were ever equal if you change either
folder during this operation.

Performing a fast copy operation
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Copy a file or directory tree from a Data Domain system source directory to another
destination on the Data Domain system.

Procedure

1. Select Data Managment > File System > Summary > Fast Copy.
The Fast Copy dialog is displayed.

2. Inthe Source text box, enter the pathname of the directory where the data to
be copied resides. For example, /data/coll/backup/.snapshot/
snapshot-name/dirl.

Note
col1 uses a lower case L followed by the number 1.

3. In the Destination text box, enter the pathname of the directory where the data
will be copied to. For example, /data/coll/backup/dir2. This destination
directory must be empty, or the operation fails.
¢ |f the Destination directory exists, click the checkbox Overwrite existing

destination if it exists.

4. Click OK.

In the progress dialog box that appears, click Close to exit.
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MTrees overview

An MTree is a logical partition of the file system.

MTree limits

You can use MTrees in the following ways: for DD Boost storage units, DD VTL pools,
or an NFS/CIFS share. MTrees allow granular management of snapshots, quotas, and
DD Retention Lock. For systems that have DD Extended Retention and granular
management of data migration policies from Active Tier to Retention Tier, MTree
operations can be performed on a specific MTree as opposed to the entire file system.

Note

There can be up to the maximum configurable MTrees designated for MTree

replication contexts.

Do not place user files in the top-level directory of an MTree.

MTree limits for Data Domain systems

Table 89 Supported MTrees

Data Domain DD OS Supported Supported concurrently
System Version configurable active MTrees
MTrees
DD9800 6.0 and 256 256
later
DD9500 5.7 and later | 256 256
DD6800, DD9300 6.0 and 128 128
later
DD6300 6.0 and 100 32
later
DD990, DD4200, 5.7 and later | 128 128
DD4500, DD7200
All other DD systems 5.7 and later [ 100 Up to 32 based on the model
DD9500 5.6 100 64
DD990, DD890 5.3 and 100 Up to 32 based on the model
later
DD7200, DD4500, 5.4 and 100 Up to 32 based on the model
DD4200 later
All other DD systems 5.2 and 100 Up to 14