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PREFACE


As part of an effort to improve its product lines, EMC periodically releases revisions of its 
software and hardware. Therefore, some functions described in this document might not 
be supported by all versions of the software or hardware currently in use. The product 
release notes provide the most up-to-date information on product features.


Contact your EMC representative if a product does not function properly or does not 
function as described in this document.


Note: This document was accurate at publication time. Go to EMC Online Support 
(support.emc.com) to ensure that you are using the latest version of this document.


Purpose
This guide contains information about using the NetWorker Module for Microsoft (NMM) 
Release 3.0 software to back up and recover Microsoft SQL Server using the Virtual Device 
Interface technology. 


IMPORTANT


The NetWorker Module for Microsoft Release 3.0 Administration Guide supplements the 
backup and recovery procedures described in this guide and must be referred to when 
performing application-specific tasks. Ensure to download a copy of the NetWorker 
Module for Microsoft Release 3.0 Administration Guide from EMC Online Support 
(support.emc.com) before using this guide. 


Audience
This guide is part of the NetWorker Module for Microsoft documentation set, and is 
intended for use by system administrators during the setup and maintenance of the 
product. 


Readers should be familiar with the following technologies used in backup and recovery:


◆ EMC NetWorker software


◆ EMC NetWorker snapshot management


◆ Microsoft Volume Shadow Copy Service (VSS) technology
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Related documentation
Table 1 on page 10 lists the EMC publications that provide additional information.


Table 1  EMC publications for additional information


Guide names Description


NetWorker Module for Microsoft Release 3.0 Release 
Notes


Contain information about new features and changes, problems fixed 
from previous releases, known limitations, and late breaking information 
that was not updated in the remaining documentation set.


NetWorker Module for Microsoft Release 3.0 
Administration Guide


Contains information common to all the supported Microsoft 
applications that can be backed up and recovered by using NMM.


NetWorker Module for Microsoft for SQL and SharePoint 
VSS Release 3.0 User Guide


Contains information about backup and recovery of SQL Server VSS and 
SharePoint Server VSS by using NMM.


NetWorker Module for Microsoft for SQL VDI Release 
3.0 User Guide


Contains information about backup and recovery of SQL Server VDI by 
using NMM.


NetWorker Module for Microsoft for Exchange VSS 
Release 3.0 User Guide


Contains information about backup and recovery of Exchange Server VSS 
by using NMM.


NetWorker Module for Microsoft for Hyper-V VSS 
Release 3.0 User Guide


Contains information about backup and recovery of Hyper-V Server VSS 
by using NMM.


NetWorker Module for Microsoft for Windows Bare 
Metal Recovery Solution Release 3.0 User Guide


Contains information about Windows Bare Metal Recovery (BMR)
solution by using NetWorker and NMM), how this solution works, and the 
procedures that you are required to follow for disaster recovery of the 
supported Microsoft applications.


NetWorker Module for Microsoft Performing Exchange 
Server Granular Recovery by using EMC NetWorker 
Module for Microsoft with Ontrack PowerControls 
Release 3.0 Technical Notes


Contains supplemental information about using NMM with Ontrack 
PowerControls to perform granular level recovery (GLR) of deleted 
Microsoft Exchange Server mailboxes, public folders, and public folder 
mailboxes.


NetWorker Cloning Integration Guide Contains planning, practices, and configuration information for using the 
NetWorker, NMM, and NMDA cloning feature.


NetWorker SolVe Desktop The NetWorker SolVe Desktop is an executable download that can be 
used to generate precise, user-driven steps for high demand tasks 
carried out by customers, support, and the field.


NetWorker Licensing Guide Provides information about licensing NetWorker and its modules.


NetWorker Software Compatibility Guide Includes a list of supported client, server, and storage node operating 
systems for the following software products: NetWorker and NetWorker 
application modules and options (including deduplication and 
virtualization support), AlphaStor, Data Protection Advisor, and 
HomeBase.


NetWorker Data Domain Deduplication Devices 
Integration Guide


Provides planning and configuration information on the use of Data 
Domain devices for data deduplication backup and storage in a 
NetWorker environment.


NetWorker Avamar Integration Guide Provides planning and configuration information on the use of Avamar in 
a NetWorker environment.


NetWorker documentation set Provides the documentation that is available with NetWorker.
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Conventions used in this document
EMC uses the following conventions for special notices:


NOTICE is used to address practices not related to personal injury.


Note: A note presents information that is important, but not hazard-related.


IMPORTANT


An important notice contains information essential to software or hardware operation.


Typographical conventions


EMC uses the following type style conventions in this document:


Normal


Bold


Italic


< >


[ ]


|


{ }


...


Used in running (nonprocedural) text for:
• Names of interface elements, such as names of windows, dialog boxes, 


buttons, fields, and menus
• Names of resources, attributes, pools, Boolean expressions, buttons, 


DQL statements, keywords, clauses, environment variables, functions, 
and utilities


• URLs, pathnames, filenames, directory names, computer names, links, 
groups, service keys, file systems, and notifications


Used in running (nonprocedural) text for names of commands, daemons, 
options, programs, processes, services, applications, utilities, kernels, 
notifications, system calls, and man pages


Used in procedures for:
• Names of interface elements, such as names of windows, dialog boxes, 


buttons, fields, and menus
• What the user specifically selects, clicks, presses, or types


Used in all text (including procedures) for:
• Full titles of publications referenced in text
• Emphasis, for example, a new term
• Variables


Courier Used for:
• System output, such as an error message or script
• URLs, complete paths, filenames, prompts, and syntax when shown 


outside of running text


Courier bold Used for specific user input, such as commands


Courier italic Used in procedures for:
• Variables on the command line
• User input variables 


Angle brackets enclose parameter or variable values supplied by the user 


Square brackets enclose optional values


Vertical bar indicates alternate selections — the bar means “or”


Braces enclose content that the user must specify, such as x or y or z


Ellipses indicate nonessential information omitted from the example

11
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Where to get help
EMC support, product, and licensing information can be obtained as follows:


Product information — For documentation, release notes, software updates, or 
information about EMC products, licensing, and service, go to the EMC online support 
website (registration required) at:


support.emc.com


Technical support — For technical support, go to EMC online support and select Support. 
On the Support page, you will see several options, including one to create a service 
request. Note that to open a service request, you must have a valid support agreement. 
Contact your EMC sales representative for details about obtaining a valid support 
agreement or with questions about your account.


Online communities — Visit EMC Community Network at community.emc.com for peer 
contacts, conversations, and content on product support and solution. Interactively 
engage online with customers, partners, and certified professionals for all EMC products.


Your comments
Your suggestions will help us continue to improve the accuracy, organization, and overall 
quality of the user publications. Send your opinions of this document to:


BRSdocumentation@emc.com
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REVISION HISTORY


Email your clarifications or suggestions for this document to:


BSGdocumentation@emc.com


The following table lists the revision history of this document.


Revision Date Description of added or changed sections


02 October 7, 2013 Second release of this document for General Availability (GA) release of EMC 
NetWorker Module for Microsoft Release 3.0.


01 July 25, 2013 First release of this document for Directed Availability (DA) release of EMC NetWorker 
Module for Microsoft Release 3.0.
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Introduction

Overview
The EMC® NetWorker® Module for Microsoft (NMM) release 3.0 software provides backup 
and recovery support for Microsoft applications. You can use NMM to back up and recover:


◆ Microsoft Active Directory


◆ Microsoft SharePoint Server


◆ Microsoft Exchange Server*


◆ Microsoft SQL Server 


◆ Microsoft Hyper-V Server*


* Requires a reboot if you select the GLR option during installation


IMPORTANT


The NMM software installation includes EMC PowerSnap™, EMC Replication Manager for 
PowerSnap, and Volume Shadow Copy Service (VSS) software. Do not use a VSS solution 
other than the one installed with NMM. Data loss can occur if you use a different VSS 
solution to delete shadow copies that NMM created. Restoring an application with a 
different VSS solution might prevent the application from being restored with NMM. 
 
After installing the NMM client software, if you perform a save or rollover save operation 
and then move to a non-NMM client, you cannot browse the save sets created by the NMM 
client with the non-NMM client. You must use the NMM software to recover backups 
performed with NMM. When the NMM software is not installed, the NetWorker User 
application cannot browse NMM save sets. This is because the NetWorker client can only 
recognize the client file index entry format that is created with an NMM client when 
displayed in NMM. 
 
Backing up any Microsoft application server with multiple backup products can result in 
improper behavior of the products. Do not use multiple products to back up a Microsoft 
application server.


Requirements
You must install the NetWorker software before installing NMM. Prior to performing NMM 
backups, the client instance must be created on the NetWorker server.


The NetWorker Software Compatibility Guide contains additional and the most up-to-date 
information about NMM compatibility.


For details on version, license, access, and connectivity requirements for installation of 
NMM 3.0, review:


◆ “Supported Microsoft Windows systems and features” on page 17


◆ “NetWorker versions requirements” on page 17


◆ “Hardware requirements” on page 18
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◆ “License requirements” on page 18


◆ “Authorization requirements” on page 18


◆ “Microsoft hotfixes” on page 18


Supported Microsoft Windows systems and features 


Table 1 on page 17 lists the various Microsoft Windows versions and Microsoft 
Windows-related features that NMM supports.


NMM does not support: 
— Windows IA64 editions 
— BitLocker encryption 
— VSS Hardware Provider based proxy backup of Windows dynamic disks 
— Single Instance Storage (SIS)


NetWorker versions requirements


Table 2 on page 17 lists NetWorker versions that the NMM client software supports.


Table 2  NetWorker versions required for NMM client software  


NetWorker host Versions required


Install the NetWorker software on the host before installing the NMM software. 


If the host is a DSN, install the NetWorker Storage node software.


Table 1  Supported Microsoft Windows versions and Microsoft Windows-related features   


Microsoft Windows support Versions and features


Windows operating system and 
features


• Windows Server 2012 (x64), including Server Core 
installation options


• Windows Server 2008 R2 (x64), including Server Core 
installation options


• Windows Server 2008 (x86, x64) (SP2), including Server 
Core installation options


System state recovery, file 
servers, and operating system 
roles


• Active Directory
• DHCP
• Terminal Services


NetWorker server 7.6 SP3 server or later


NetWorker client 8.1 client or later


NetWorker storage node 7.6 SP3 storage node or later


NetWorker Management Console required to 
use the Client Configuration Wizard for client 
resource configuration


NetWorker Management Console (NMC) 8.0 or 
later
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Hardware requirements


The minimum hardware requirements for the application host where NMM is installed are:


◆ CPU: 2.0 GHz 
◆ Physical memory: 4 GB
◆ Host architecture: x86 and x64 systems only 


License requirements


This section provides a brief overview of the license requirements for NMM. The NetWorker 
Licensing Guide provides details.


◆ For physical server environments, only one NMM license is required to manage 
multiple instances of supported applications on the same server (physical host).


◆ For virtual server environments, one NMM license is required for each application type 
(SQL, Exchange, SharePoint, Hyper-V, DPM) per physical host, which can be used 
multiple times and within all of the virtual guests on a single physical server for that 
application type.


◆ Requires one license per active node in a cluster environment (active-active requires 
two licenses).


◆ Licenses for NME (Exchange) and NMSQL can be used with NMM. This ensures that 
customers can upgrade from NME (which is now end-of-sale) to NMM and avoid 
licensing changes.


◆ The reverse is not true. NMM licenses cannot be used with the legacy modules for 
Exchange and SQL.


Authorization requirements


The configuration and operation of NMM backups and recoveries require authorized 
access to data for the user who will perform the configuration. The NetWorker Module for 
Microsoft Administration Guide provides details about the privileges to enable.


Microsoft hotfixes 


For NMM to function correctly with each supported Microsoft application, install the 
required updates and hotfixes from the Microsoft website.


◆ Install the latest hotfixes for Microsoft Windows operating system.


◆ Install the .NET Framework 4 and the following .NET Framework 4 updates:


• KB2604121: http://support.microsoft.com/kb/2604121


• KB2656351: http://support.microsoft.com/kb/2656351


• KB2729449: http://support.microsoft.com/kb/2729449


• KB2736428: http://support.microsoft.com/kb/2736428


• KB2737019: http://support.microsoft.com/kb/2737019


• KB2742595: http://support.microsoft.com/kb/2742595


• KB2600217: http://support.microsoft.com/kb/2600217
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• KB2533523: http://support.microsoft.com/kb/2533523


• KB2468871: http://support.microsoft.com/kb/2468871


Without these updates, backups will fail.


◆ Each Microsoft application protected by the NMM software. Appendix A, “Microsoft 
Hotfixes Required for NMM 3.0,” provides the list of specific hotfixes required for 
application backup and recovery. 


Exchange Server-specific tasks


IMPORTANT


You must complete certain configuration tasks before you install the NetWorker client and 
the NMM software for Exchange Server backup and recovery. 


You must perform these tasks for Exchange Server 2007, Exchange Server 2010, or 
Exchange Server 2013:


◆ “Creating the Exchange backup user account and configuring Exchange services” on 
page 19


◆ “Updating and modifying the Exchange Server user identity” on page 21


◆ “Configuring Exchange permissions for user accounts” on page 22


◆ “Configuring the Exchange Server 2010 or Exchange Server 2013 Mailbox Server” on 
page 23


Creating the Exchange backup user account and configuring Exchange services


You must create an NMM backup user account, NMMBackupUser, so that NMM has 
sufficient Exchange and administrator privileges to perform all backup, browse, and 
restore operations. You only need to create this account once in the Exchange domain. 


After you create the NMMBackupUser account on the domain and activated the 
NMMBackupUser mailbox, you must configure the NMM services on each Exchange server 
to run as NMMBackupUser.


1. Ensure that MAPI/CDO1.2.1 is installed.


2. Log in to the domain controller server using an administrative user account. 


If the Exchange server is in the child domain of a parent-child domain, then log in to 
the child domain using the parent domain administrator account. 


3. Select Start > Programs > Administrative Tools > Active Directory Users and Computers. 


The Active Directory Users and Computers application appears. 


4. Select Actions > New > User. 


The New Object - User wizard appears. 


5. In the Full name text box, type the name for the account. The suggested name is 
NMMBackupUser.
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6. In the User logon name text box, type the login name for the account. The suggested 
name is NMMBackupUser.


7. From the list next to the User logon name text box, select the Active Directory domain 
for the account. 


8. In the User logon name (pre-Windows 2000) text box, type the same login name for 
the account again and click Next. 


9. In the Password and Confirm password text boxes, type and confirm the password for 
the account. Select the Password never expires checkbox. 


10. Click Next, and then complete the remaining pages of the wizard to create the account. 


11. The new user appears in the list of Active Directory users. 


12. Right-click the new account and select Properties. 


The User Properties dialog box appears. 


13. Click the Member Of tab. 


14. Make the account a member of the following groups: 


• Administrator Local Group
• Backup Operators 
• Domain Users 
• Exchange Servers
• Log on as Service
• Remote Desktop Users
• (Exchange Server 2010 only) Organization Management 
• (Exchange Server 2007 only) Exchange Organization Administrators 


When the Exchange server is also a Domain Controller, you can add the 
NMMBackupUser account to the Organization Management group only.


15. Click OK. 


16. Log in to the Exchange server as an administrator.


If you are currently logged into the Exchange Server, you must log off and log in again 
to apply the Active Directory changes.


17. Click Start > Administrative Tools > Local Security Policy.


18. In the Local Security Policy window, in the Security Settings pane, expand the Local 
Policies folder and then click User Rights Assignment. 


19. In the Policy pane, right-click Log on as a service and click Properties.


The Log on as a service Properties window appears.


20. On the Local Security Setting tab, click Add User or Group. 


21. Add NMMBackupUser and then click OK.


22. Click OK.


23. Connect to the NetWorker server from the NetWorker Management Console 
Administration window and click Configuration.


24. Click User Groups.
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25. Right-click the user group to edit, then select Properties. The Properties dialog box 
appears.


In NetWorker 7.6 and earlier, edit the Administrators group. In NetWorker 8.0 and 
later, edit the Application Administrators group.


Add the NMMBackupUser and system accounts as a NetWorker administrator.


-For NetWorker server 8.0.x and later


a. Connect to the NetWorker server in NMC.


b. On Configuration, right-click the NetWorker server in the navigation pane, then 
select Properties.


c. On the Setup tab in the Administrators field, type the following:


26. In the Users field, type the following:


user=NMMBackupUser,host=machine_name
user=system,host=machine_name


where machine_name is the name of the Exchange server.


27. Click OK.


28. From the Exchange Management Console, create an NMMBackupUser mailbox with 
the default settings.


29. Create a new mailbox for the NMMBackupUser account.


30. Add FullAccess permission to the NMMBackupUser account by using the Exchange 
Management Shell. Type the following command on a single command line:


get-ExchangeServer Exchange Server name/virtual server name | 
add-adpermission -user NMMBackupUser -accessrights ExtendedRight 
-extendedrights Send-As, Receive-As, ms-Exch-Store-Admin 


Substitute the applicable machine name, virtual name (for a cluster), and username.


31. When you manually create the NMMBackupUser account, you must activate the 
NMMBackupUser Exchange server mailbox using one of the following methods: 


• Access the NMMBackupUser mailbox with an Outlook email client. 
• Send a test email message to the NMMBackupUser email account. 


32. Add the NMMBackupUser user to the local administrators group. 


33. Log off of the Exchange server and then log in as NMMBackupUser. 


34. Install the NMM software. Chapter 3, “Configuration Checks and Installation,” 
provides details.


Updating and modifying the Exchange Server user identity


The username, password, and domain for Exchange Server 2007, Exchange Server 2010, 
or Exchange Server 2013 are copied into the NMM software during an NMM installation. 
The user information will be incorrect if either of the following conditions has occurred:


◆ Exchange Server is installed after the NMM client is installed.
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◆ The username, password, or domain is changed after NMM client is installed or the 
information is incorrect.


To update the NMM software with the correct user information, follow the steps provided 
in the EMC article: http://solutions.emc.com/emcsolutionview.asp?id=esg130356.


Note: Without the proper user identity, backups will fail, even if they do not involve 
Exchange Server data.


Configuring Exchange permissions for user accounts


Configure the appropriate Exchange permissions for the NMM software.


For Exchange Server 2010 or Exchange Server 2013
To specify or restrict permissions, use the Exchange Management Shell to configure the 
appropriate Exchange Server 2010 or Exchange Server 2013 permissions for user 
accounts as follows:


◆ For stand-alone servers, configure the domain user account for the Databases role by 
running the following command from the Exchange Management Shell:


New-ManagementRoleAssignment -Role "Databases" -User user_account


Alternatively, you can add the user to the Server Management group instead of adding 
the roles.


◆ For Database Availability Group (DAG) servers, configure the domain user account with 
the Database, Database Copies, Database Availability Group, and View-Only 
Configuration roles. Run the following command from the Exchange Management 
Shell:


New-ManagementRoleAssignment -Role "Databases" -User user_account


New-ManagementRoleAssignment -Role "Database Copies" -User 
user_account


New-ManagementRoleAssignment -Role "Database Availability Groups" 
-User user_account


New-ManagementRoleAssignment -Role "View-Only Configuration" -User 
user_account


Alternatively, you can add the user to the Server Management group instead of adding 
the roles.


◆ For mount hosts, provide a domain user account that is a member of the local 
administrators group.


Step 14 on page 20 provides details on the user account permissions that are required for 
all Exchange environments. Add View-Only to this list.
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For Exchange Server 2007
During the installation of NMM for Exchange Server 2007, specify a domain account with 
local administrator rights and specify Exchange full administration privileges.


Configuring the Exchange Server 2010 or Exchange Server 2013 Mailbox Server


Before starting Exchange Server 2010 or Exchange Server 2013 Mailbox Server backups, 
ensure that you configure the Mailbox Server to use Windows Authentication and not 
Kernel Mode Authentication. NMM requires this for a Mailbox Server that is stand-alone or 
part of the Database Availability Group (DAG). 


To enable Windows Authentication and disable Kernel Mode Authentication:


1. Select IIS Manager > Your Host > Sites > Default Web Site > Powershell.


2. Double-click Authentication and select Windows Authentication.
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Supported Network Configurations

Simple LAN-based environment
In a LAN-based environment, NetWorker stores the production data on a storage area 
network (SAN) or direct-attached storage (DAS). The data path to the NetWorker storage 
node is over a LAN. You install the NMM software on the application server host. 


Figure 1 on page 26 shows a simple LAN-based storage area network with a supported 
NetWorker server, storage node, and clients.


The data moves as follows:


1. The NetWorker server contacts the application server to start the process.


2. The application server uses NMM to create a snapshot of the data on the primary 
storage volume.


Figure 1 on page 26 shows example snapshots, S1 through S5.


3. The application server transfers the data from the snapshot over the LAN and onto a 
backup medium such as a file type disk, advanced file type disk, tape, Data Domain 
device, or Avamar deduplication node.


Figure 1  Simple LAN-based environment
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LAN-based environment with a proxy client
A proxy client is a remote host that acts as a data mover (DM) to “roll over” the snapshot to 
a conventional backup medium. To free up resources on the application server, you can 
perform a serverless backup, where NMM uses a proxy client to process and backup a 
snapshot. This configuration is also called a RolloverOnly backup. 


To perform a serverless backup, ensure that the application server and proxy client have 
the same operating system version. Install the same version of the NMM client, NetWorker 
software, and VSS provider on the application server and proxy client.


Figure 2 on page 27 shows a LAN-based environment with a SAN and a proxy client with a 
NetWorker server, storage node, and clients. 


The data moves as follows:


1. The NetWorker server contacts the application server to start the process.


2. The NMM software on the application server works with other software to create a 
snapshot of the data on the primary storage volume and mount the snapshot on the 
proxy client.


Figure 2 on page 27, shows example snapshots S1 through S5.


3. NetWorker moves the snapshot data from the proxy client over the LAN to a backup 
medium such as a file type disk, advanced file type disk, tape, Data Domain device, or 
Avamar deduplication node.


Figure 2  LAN-based environment with a proxy client
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LAN-free environment
The LAN-free environment avoids the network traffic that occurs during a snapshot rollover 
to a conventional backup medium. The NetWorker server and the application server 
communicate through the LAN. However, NetWorker does not transfer the data across the 
LAN. 


Figure 3 on page 28 shows a LAN-free environment that uses a SAN with a NetWorker 
server, storage node, and clients. The NMM client software is installed on the application 
server. The proxy client is configured on the NetWorker storage node. Both the snapshot 
and the backup device are directly attached to the NetWorker storage node.


The data moves as follows:


1. The NetWorker server contacts the application server to start the process.


2. The NMM software on application server works with other software to create a 
snapshot of the data on the storage volume and make it available to the proxy client.


Figure 3 on page 28 shows example snapshots S1 through S5. 


3. NetWorker mounts the snapshot on the proxy client, which is also a NetWorker storage 
node. 


4. NetWorker moves the snapshot data from the proxy client to the attached backup 
medium such as a file type disk, advanced file type disk, tape, Data Domain device, or 
Avamar deduplication node.


Figure 3  LAN-free environment

28 EMC NetWorker Module for Microsoft Release 3.0 Installation Guide







Supported Network Configurations

LAN-free dedicated storage node environment
A dedicated storage node (DSN) is a storage node host that can only backup the data that 
the host owns. 


You can configure an Application Server as a DSN to support the following operations:


◆ LAN-free backups without a separate NMM proxy node.


◆ Backups to the SAN devices attached directly to an NMM client host.


◆ Backups to the SAN devices attached to an NMM proxy node.


DSN support is available for all applications, however for Exchange Server 2010 DAG a 
Regular Storage node (RSN) license is required.


DSN support for NMM requires the following:


◆ A NetWorker storage node device. First install the NetWorker storage node before 
installing NMM.


◆ A valid snapshot policy, for example:


Number of Snapshot = 1, Retain Snapshot = 0, Backup = All


◆ A NetWorker Group resource that uses the selected snapshot policy.


◆ A storage node device on the NetWorker Client resource that uses NetWorker media 
pool selection criteria.


◆ Backup device configured on the DSN. 


◆ A backup device on the NetWorker server host, as required for bootstrap data, client 
file indexes, and Cover Save set entries.


When not using a DSN device, ensure that you manually create a default device.


Figure 4 on page 30 illustrates the data movement in a LAN-free environment with a DSN:


1. The NetWorker server starts the process by contacting the application server. NMM 
software is installed on the application server, and the application server is 
configured as a NetWorker DSN.


2. The NMM software on the application server, with other software, creates a snapshot 
of the data on the primary storage volume and makes the snapshot available to the 
DSN, which also resides on the application server.


The NetWorker server and the application server communicate over the LAN. However, 
NetWorker does not transfer the data across the LAN because the backup medium and 
storage media are connected to the SAN.


3. The DSN stores the snapshot data on a conventional backup medium, such as a file 
type disk, advanced file type disk, or tape.
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Figure 4 on page 30 shows example snapshots S1 through S5 created on the storage 
volume.


Figure 4  LAN-free environment with a DSN


Note: If Dedicated Storage Node is set to Yes, the storage node host does not allow any 
data from any other host.
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Accessing the installation files
Access the installation files from a DVD disk or the EMC website as follows:


◆ To access the NMM software from a local DVD disk:


a. Log in as administrator or equivalent on the NetWorker client.


b. Insert the NMM DVD disk into the DVD drive.


c. Run setup.exe directly from the DVD.


◆ To access the NMM software from EMC Online Support:


a. Log in as administrator or equivalent on the NetWorker client.


b. Go to EMC Online Support at http://support.emc.com.


c. Browse to the Downloads for NetWorker Module for Microsoft page.


d. Download the NMM software .zip file, either the 32-bit or 64-bit version as 
appropriate for the system, to a temporary folder that you create.


e. Extract the .zip file to the temporary folder.


Running preconfiguration checks and installing the software
The NetWorker client software and NMM software are installed separately. The NetWorker 
storage node software is also installed separately from the NMM software. Install the 
NetWorker client and, if applicable, storage node software before you install NMM. The 
NetWorker Installation Guide describes how to install the NetWorker software.


To run the configuration checks and install the NMM software:


1. Review Chapter 1, “Introduction,” and ensure that the environment meets the 
requirements.


2. In the “networkr” directory, run setup.exe to start the installation wizard. 


The wizard installs the NMM software in the same path where you installed the 
NetWorker client or NetWorker storage node software.


3. On the Installation Type window, unselect Block Based Backup. NMM does not 
support Block Based Backups.


4. In the Welcome to NetWorker Module for Microsoft Installation page, click Next. 


The Customer Information dialog box appears.


5. Type your full name and the organization name, and then click Next. 


The License Agreement page appears.


6. Read the license agreement carefully. Select the I accept the terms in the license 
agreement option, and then click Next. 


The Select Configuration Checks Option page appears, as shown in Figure 5 on 
page 33.
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Figure 5  Select Configuration Checks Option page


7. Select one of the following options and click Next:


• Run System Configuration Checker — Select this option to check if the setup is 
correctly configured for backup and recovery.


• Install NetWorker Module for Microsoft Applications — Select this option to skip 
the System Configuration Checker and only install NMM.


• Run System Configuration Checker and Install NetWorker Module for Microsoft 
Applications (Recommended) — Select this option when:


– Performing a fresh installation of NMM.


– Upgrading from a previous NMM release, the Exchange interim solution, or 
NetWorker Module for SQL Server (NMSQL). 


When selected, first the System Configuration Checker is run and then NMM is 
installed.


The Select Applications for Configuration Checks page appears. This page provides 
the following options:


• Application Host — The installation process always runs the configuration checks 
on an application server. These tests are related to the operating system, software 
components, Volume Shadow Copy Service (VSS) subsystem, and generic 
conditions that NMM requires.


• Microsoft Exchange Server


• Microsoft SharePoint Server


• Microsoft SQL Server


• Microsoft Hyper-V Server
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The installer automatically detects the presence of an Exchange, SharePoint, or SQL 
application on the system and selects that application by default. To prevent the 
configuration check for a detected application, clear the option.


For example, if the Exchange Server is installed, then by default, the installer selects 
the Exchange option. 


8. Select one or more options in the Select Applications for Configuration Checks page 
and click Next.


Depending on the options you select, the subsequent page may differ:


• If you select the Microsoft Exchange option, then the Microsoft Exchange Domain 
Information page appears. Continue with step 9 .


• If you select any other option, then the Running Configuration Checks page 
appears. Continue with step 10 .


9. In the Microsoft Exchange Domain Information page that appears, type the required 
information and click Next. Provide the login information for the user who will perform 
the backups and recoveries.


IMPORTANT


If you type incorrect information in the Microsoft Exchange Domain Information page 
and complete the installation, then you must uninstall NMM and reinstall NMM to 
correct the domain information.


10. When the configuration checks complete, click Next.


The Result of Configuration Checks page appears, as shown in Figure 6 on page 34. 
Review the details in this page. This page lists the number of checks that have passed, 
failed, or have warnings against them. You must correct the checks that have failed 
and review the ones that have warnings to ensure that NMM does not encounter 
problems during backup and recovery of data. 


Figure 6  Result of Configuration Checks page
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11. Click Open detailed report to view the generated report. NMM saves the report in the 
nsr\applogs folder.


12. After you make the required changes to eliminate the errors, click ReRun to perform 
the configuration checks again and ensure that there are no errors. The ReRun button 
appears when errors or warnings appear in the results report. When the check does 
not report any errors or warnings, the Next button replaces the ReRun button. You can 
continue with the NMM installation.


You can also ignore the errors and warnings and continue with the installation 
process. To do this, select the Ignore errors and continue with installation option. 
Choose this option in cases when the that the configuration checker reports do not 
relate to your setup or requirements. When you select the Ignore errors and continue 
with installation option, the Next button appears, even though errors appear in the 
results window.


The Select NetWorker Module for Microsoft features page appears, as shown in 
Figure 7 on page 35. Exchange, SharePoint, and Hyper-V support granular level 
recovery. 


Figure 7  The Select NetWorker Module for Microsoft features page


13. On the Select NetWorker Module for Microsoft features page, select the following 
options:


• If you plan to use granular level recovery for Exchange, SharePoint, or Hyper-V, 
select the Granular Level Recovery (GLR) option. To use GLR, you must reboot the 
application server after you complete the installation.


• If you plan to use the SQL Server Management Studio (SQL SSMS) plug-in, which 
lets you perform backups from the SQL Server Management Studio, select the SQL 
SSMS Plug-in option.


When you select the GLR option on a host with Internet Explorer 9, a mount notifier 
add-on appears in the Internet Explorer Manage Add-ons window. EMC recommends 
that you leave this add-on option disabled.


14. Click Next.
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The Write Cache, Mount Point and Hyper-V VHD Mount Point locations page appears.


15. On the Write Cache, Mount Point and Hyper-V VHD Mount Point locations page, 
provide the locations for GLR cache, mount point, and Hyper-V VHD mount point. To 
use the default locations or select new locations by, click the Change button and click 
Next. 


NMM only requires the HyperV_VHD_mount_point_location setting to mount GLR 
Hyper-V save sets. If the application server is not a Hyper-V server, ignore this setting.  
 
To ensure proper GLR operation, the Mount Point folder location for GLR must be 
empty. 


16. On the Windows Firewall page, select either Configure the Windows Firewall or Do not 
configure the Windows Firewall. When you select Do not configure the Windows 
Firewall, you must manually specify NMM exceptions. 


“Configuring Windows firewall settings” on page 54 contains information on how you 
can configure the firewall settings after NMM installation is complete.


17. Click Next. 


The Replication Manager Client Setup page appears.


18. On the Replication Manager Client Setup page, modify the control and data port 
numbers if required and then click Next. The default value for the control port is 6728 
and the data port is 6729. However, you can change the port numbers to those of your 
choice. When a firewall exists, open these TCP ports between the NetWorker server 
and application server.


If you change the port numbers, you must use different port number values for the 
control port and data port. That is, the port numbers for “Enter a port number for 
control port” and “Enter a port number for data port” must be different. 


You can change the Replication Manager port settings from the command line after 
you complete the installation. “Configuring Replication Manager port settings” on 
page 54 describes how to change the port settings. 


IMPORTANT


EMC Replication Manager is also sold as a separate product. If you have installed 
Replication Manager as a separate product, do not try to run it on the same system as 
NMM.


19. In the Ready to Install window, click Next to start the NMM installation. The installation 
can take several minutes.


20. If you selected GLR, click Install to install the EldoS device software. This software 
installs the NetWorker Virtual File System (NMFS) drivers that NMM requires for GLR 
support.
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21. In the NetWorker Module for Microsoft Setup Complete window, click Finish to 
complete the installation and exit the installation wizard.


22. If you chose to install the GLR option, in the pop-up window that appears, click Yes to 
restart the system.


23. Enable and register the NMM software. The NetWorker Licensing Guide provides 
details.


24. Configure the setup according to instructions in Chapter 5, “Configuration Tasks.”


25. Verify that the NMM software creates the software services in Table 1 on page 37. 
These software services are provided as part of the NMM installation and start 
automatically. 


The EMC Replication Manager service, irccd.exe, starts automatically and should be 
running. You must manually start the EMC Replication Manager Exchange service.


Installing NMM in MSCS and MSFCS environments
To install the NMM software in a Microsoft Cluster Service (MSCS) and Microsoft Failover 
Cluster Service (MSFCS) environments:


1. If required, ensure that Microsoft Distributed Transaction Coordinator (MSDTC) 
software is installed and running.


The NetWorker Module for Microsoft Administration Guide provides details about 
when the MSDTC software must be installed and running. The EMC Solutions Enabler 
Installation Guide provides details about the MSDTC.


2. Install NetWorker client 8.1 or later on each physical node of the cluster.


3. Install the NMM software on the private disk of each physical node. “Running 
preconfiguration checks and installing the software” on page 32 provides details.


4. Configure each physical node as a client resource on the NetWorker Server, as 
described in the application user guide.


5. In the Remote Access attribute of each virtual client resource, type the names of the 
physical nodes, as described in the application user guide. 


Table 1  Installed services


Service name  
(listed in Service Control Manager)


Service nickname  
(use with net start) Process name


Replication Manager client for RMAgent rmagent irccd.exe


NetWorker PowerSnap Services nsrpsd nsrpsd.exe


NetWorker Service nsrexecd nsrexecd.exe


Replication Manager Exchange 
Interface
(NMM runs this service internally as 
and when required for the Exchange 
host)


rm_exchangeinterface rm_exchangeinterface.exe
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6. Configure privileges for each physical node on the NetWorker server:


a. In the Users attribute of the Application Administrators user group:


– Add the following values for each physical node in the cluster. 


– Add each value on a separate line: 


user=administrator,host=VSS_cluster_node
user=system,host=VSS_cluster_node
where VSS_cluster_node is the DNS hostname of the physical node.


b. Click OK.


7. On each physical node, verify the following services:


• The EMC Replication Manager services, irccd.exe, starts automatically and should 
be running.


• The EMC Replication Manager Exchange services is available for manual startup In 
Exchange setups.


The NetWorker Module for Microsoft Administration Guide provides more information 
about configuring a clustered client resource. 


Installing NMM on Windows Server Core
When you install NMM on Windows Server Core, the installation process does not install 
an NMM GUI. 


To install the NMM software on Windows 2008 SP2, 2008 R2, or 2012 Server Core:


1. Ensure that you installed the NetWorker client 8.1 or later software on Windows 2008 
SP2, 2008 R2, or 2012 Server Core.


2. Access the NMM installation files as described in “Accessing the installation files” on 
page 32. 


If the installation files are on a remote host, do one of the following:


• Use the net use command to mount the remote filesystem.


• Copy the NMM installation files to Windows 2008 SP2, 2008 R2, or 2012 Server 
Core by using FTP or a general access method.


3. Run setup.exe in the networkr directory to start the NMM installation. 


Note: Do not use autorun.exe to install the NMM software.


4. Follow the wizard to install the NMM software.


“Running preconfiguration checks and installing the software” on page 32 provides 
details.


5. Verify the following services, for example, by running the net start command:


• EMC Replication Manager services, irccd.exe, starts automatically and should be 
running


• EMC Replication Manager Exchange services is available for manual startup in 
Exchange setups.
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Identifying or diagnosing system configuration issues
The NMM installer provides the System Configuration Checker to help identify or diagnose 
any configuration or environment issues in your system configuration. Run the System 
Configuration Checker to prevent configuration errors that might lead to failure in data 
backup or data recovery of:


◆ Application host (operating system environment)


◆ Microsoft SharePoint


◆ Microsoft Exchange


◆ Microsoft SQL


Uninstalling or changing installation options
You can run the Setup program in maintenance mode to either remove the NMM software 
or change the password for the Exchange Server; change the firewall settings for the 
client; select the granular recovery option for Exchange, SharePoint, or Hyper-V; or select 
the SQL SSMS option.


1. On the NMM client, log in as a user with administrative access.


2. Perform one of the following to run the Setup program:


• From the command line, run the setup.exe file.


• From the Microsoft Windows menus:


a. Select Start > Settings > Control Panel > Programs > Programs and Features. 


b. Select NetWorker Module for Microsoft.


c. Click Change.


3. In the Welcome to NetWorker Module for Microsoft Maintenance window, click Next.


4. In the Maintenance Type window, select the type of change to perform: 


• Select the Change option to change either one of the following:


– Password for Exchange Server 


– Firewall settings for NMM exceptions


– Granular recovery option for Exchange, SharePoint, or Hyper-V


– SQL SSMS plug-in option


• Select the Remove option to remove the NMM software from the system. 


This option not only removes the NMM software, but also the PowerSnap and 
Replication Manager software and services. Completely removing Replication 
Manager (RM) and the PowerSnap binaries might require you to force clean the 
NMM installation. “Force cleaning an NMM installation on a client host” on 
page 56 provides details.
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After you uninstall NMM, you can continue to perform traditional backups by using the 
NetWorker software, which is still available on the host. 


Upgrading to NMM 3.0
An upgrade to NMM 3.0 may involve:


◆ “Upgrade from an older NMM release” on page 40


◆ “Upgrade from NME or NMSQL” on page 41


◆ “Upgrade to NMM 3.0 with a dedicated storage node” on page 42


◆ “Upgrade the NetWorker client” on page 42


Note: For recovery of SYSTEM COMPONENTS and file system backed up by a previous 
release of NMM, either use the NetWorker client or the older version of NMM.


Upgrade from an older NMM release


You cannot perform a direct upgrade from an existing installation of NMM to NMM 3.0. For 
example, if you have NMM 2.4 installed in the setup, and now want to use NMM 3.0. You 
must first remove the existing installation of NMM and perform a fresh installation of NMM 
3.0. 


1. Perform a full backup by using the existing NMM program.


2. Remove all existing snapshots. To delete shadow copy entries, use vshadow or 
diskshadow.


3. Remove the existing NMM software:


a. Select Start > Settings > Control Panel > Programs > Programs and Features. 


b. Select NetWorker Module for Microsoft.


c. Select Uninstall. Follow the procedure provided in “Uninstalling or changing 
installation options” on page 39.


d. Ensure that the PowerSnap and RM components are removed from Add or Remove 
program.


Note: The uninstall process retains the configuration information. The installation 
process applies this configuration to NMM 3.0.


4. Ensure that a supported version of the NetWorker client or NetWorker storage node 
software is installed and running on the application host.


“Upgrade the NetWorker client” on page 42 and “Upgrade to NMM 3.0 with a 
dedicated storage node” on page 42 provide details.
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5. Run the NMM 3.0 installer and select the Run System Configuration Checker and 
Install NetWorker Module for Microsoft (Recommended) option on the Select 
Configuration Checks Option page. “Running preconfiguration checks and installing 
the software” on page 32 provides details.


6. If a system reboot is pending, reboot the system after the NMM 3.0 installation is 
complete. 


7. Perform a full backup of all the data as soon as possible after the upgrade to provide 
immediate protection by using NMM 3.0.


IMPORTANT


After upgrading to NMM 3.0, if you are expecting to recover data that was backed up by 
using an older version of NMM, you should consider the following: 
— Recover file system data by using NetWorker 8.1. File system data can not be browsed in 
the NMM 3.0 GUI. 
— Recover system component by using NMM 2.4 SP1.  
— Recover application data other than SharePoint Server web application data by using 
NMM 3.0 to perform the recovery.  
— Recover SharePoint Server web application data by using NMM 2.4 SP1 to perform the 
recovery.


Upgrade from NME or NMSQL 


NMM 3.0 supports all features of NetWorker Module for Microsoft Exchange Server (NME) 
software and NetWorker Module for Microsoft SQL Server (NMSQL) software. If you use 
NME or NMSQL, EMC recommends that you move to NMM 3.0.


You cannot install NMM on a system that has NME or NMSQL installed and vice versa. To 
upgrade to NMM from NME or NMSQL, you must first uninstall NME or NMSQL and then 
install NMM.


To upgrade to NMM 3.0 from an existing NME or NMSQL installation:


1. Perform a full backup of the Exchange or SQL hosts by using the existing NME or 
NMSQL program.


2. On each NME or NMSQL client host:


a. Run the Setup program in the maintenance mode.


b. Select the Remove option.


Note: Although this procedure removes the existing NME or NMSQL software, the 
configuration information that was created for these products is retained and is 
reapplied if you reinstall NME or NMSQL.


3. Remove all existing snapshots. To delete shadow copy entries, use vshadow or 
diskshadow.


4. If required, install a supported version of NetWorker client or NetWorker storage node 
software.  
“Upgrade the NetWorker client” on page 42 and “Upgrade to NMM 3.0 with a 
dedicated storage node” on page 42 provide details.

Upgrading to NMM 3.0 41







Configuration Checks and Installation

5. Run the NMM 3.0 installer and use the Run System Configuration Checker and Install 
NetWorker Module for Microsoft (Recommended) option in the Select Configuration 
Checks Option page. “Running preconfiguration checks and installing the software” 
on page 32 provides details.


After you install NMM 3.0, perform a full backup of your Exchange Server data and SQL 
Server data before performing recovery. You cannot recover data from backup performed 
by using NME or NMSQL, with NMM.


Upgrade to NMM 3.0 with a dedicated storage node


NMM 3.0 software supports a DSN deployed on the same host and thus does not need to 
use a NetWorker storage node that is shared with other hosts and software. This solution 
is useful for individual high-volume backup clients and can reduce network bandwidth 
usage.


This solution supports the upgrade from NetWorker 7.6 SP3 or later. 


To upgrade to NMM 3.0 with a DSN:


1. Uninstall the earlier version of NMM software.


2. Install a supported version of NetWorker storage node on the NMM host. 
“Upgrade the NetWorker client” on page 42 provides details.


The NetWorker Installation Guide provides details. 


3. Run the NMM 3.0 installer and use the Run System Configuration Checker and Install 
NetWorker Module for Microsoft (Recommended) option in the Select Configuration 
Checks Option page. “Running preconfiguration checks and installing the software” 
on page 32 provides details.


The installation detects the storage node and prompts for permission to dedicate the 
storage node to the NMM client data.


4. Click OK and complete the installation.


Upgrade the NetWorker client


To upgrade the NetWorker client on a machine that is also running the NMM software:


Backups fail when you do not follow this sequence of steps.


1. Uninstall the existing NMM software.


2. Uninstall the existing NetWorker client.


3. Install the new NetWorker client (NetWorker 8.1 or later).


4. Install NMM 3.0.
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Silent installation of NMM
Silent (unattended) installation is a stand-alone (non-network) method where you specify 
all the information that the installation requires either directly in the command line or 
using the commands written as scripts in a .cmd file. 


1. Install the NetWorker 8.1 or later client or storage node software on the hosts where 
you will install NMM.


The NetWorker Installation Guide describes how to install the NetWorker client or 
storage node software.


2. Run the command or script to install NMM.


“Commands for silent installation of NMM” on page 44 provides the command and 
example.


3. Inspect the installation log files to verify the installation. The location of the log files 
are specified in the NMM installation. The default location is the temp directory, which 
you can view:


a. Click Start > Run. 


b. Type %temp%.


Commands for silent installation of NMM


To install the NMM 3.0 software by using the Windows installer, open a command prompt, 
selecting the option Run as administrator, then type the command:


setup /s /v"/qn /L*v """%TEMP%\NMMinstall.log""" " /w 


Table 2 on page 44 describes the setup command options for a silent installation of the 
NMM software.


Table 2  Commands for silent installation of NMM  (page 1 of 2)


Task Command


Performs a silent installation of NMM with 
a progress bar.


setup /s /v"/qb"
Ensure that there is a space between:
• setup and /s
• /s and /v”/qb”


Performs a silent installation of NMM with 
no progress bar.


setup /s /v"/qn"
Ensure that there is a space between:
• setup and /s
• /s and /v”/qn”


Performs a silent installation of NMM and 
create an MSI log file. 


Note: This command is useful for 
troubleshooting installation problems. 
NMM creates the log file in the %temp% 
directory. Use triple quotes in the 
command in case the %temp% path 
contains spaces.


setup /s /v"/l*v \"%temp%\mylog.log\" /qb 
Ensure that there is a space between:
• setup and /s
• /s and /v”/l*v
• /v”/l*v and \"%temp%\mylog.log\"
• \"%temp%\mylog.log\" and /qb
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Performs a silent installation of NMM setup.exe /s /v"/qn /l*v \"%temp%\mylog.log\" 
RMCPORT=6730 RMDPORT=6731”
Ensure that there is a space between:
• setup and /s
• /s and /v”/qn
• /v”/qn and /l*v
• /l*v and \"%temp%\mylog.log\"
• \"%temp%\mylog.log\" and RMCPORT=6730
• RMCPORT=6730 and RMDPORT=6731"


Performs a silent installation of NMM on a 
Microsoft Exchange host


setup.exe /s /v"/l*v \"%temp%\mylog.log\" /qn 
RMEXCHDOMAIN=<Exchange domain name> 
RMEXCHUSER=<administrator> 
RMEXCHPASSWORD=<domain password> 
RMCPORT=6730 RMDPORT=6731"
The RMEXCHUSER administrator should be 
NMMBackupUser or the equivalent account you 
created to perform backups.
Ensure that there is a space between:
• setup and /s
• /s and /v”/l*v
• /v”/l*v and \"%temp%\mylog.log\"
• \"%temp%\mylog.log\" and /qn
• /qn and RMEXCHDOMAIN=<Exchange domain 


name>
• RMEXCHDOMAIN=<Exchange domain name> and 


RMEXCHUSER=<administrator>
• RMEXCHUSER=<administrator> and 


RMEXCHPASSWORD=<domain password>
• RMEXCHPASSWORD=<domain password> and 


RMCPORT=6730
• RMCPORT=6730 and RMDPORT=6731"


Creates the Windows Firewall exceptions 
for NMM


cscript NMMConfigFW.vbs
For example:
cscript 
"C:\nmm241\win_x86\networkr\NMMConfigFW.vbs


Table 2  Commands for silent installation of NMM  (page 2 of 2)


Task Command
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Commands for silent installation of NWFS
Table 3 on page 46 describes the setup command options for a silent installation of the 
NetWorker Virtual File System (NWFS) software when the NetWorker client is or is not 
installed.


Table 3  Commands for silent installation of NWFS (page 1 of 2)


Task Command


Performs a silent installation of NWFS in 
the path where the NetWorker client and 
NMM are installed. You will be required to 
reboot the computer.


 setup.exe /s /v"/qn /l*v setup.log 
INSTALLLEVEL=200 REBOOTMACHINE=1 
NW_GLR_FEATURE=1 WRITECACHEDIR "C:\Program 
Files\EMC NetWorker\nsr\tmp\nwfs" 
MOUNTPOINTDIR "C:\Program Files\EMC 
NetWorker\nsr\tmp\nwfs\NetWorker Virtual File 
System" HYPERVMOUNTPOINTDIR "C:\Program 
Files\EMC NetWorker\nsr\tmp" SETUPTYPE=Install" 
Ensure that there is a space between:
• setup and /s
• /s and /v”/qn
• /v”/qn” and /l*v
• /l*v and setup.log
• setup.log and INSTALLLEVEL=200
• INSTALLLEVEL=200 and REBOOTMACHINE=1
• REBOOTMACHINE=1 and NW_GLR_FEATURE=1
• NW_GLR_FEATURE=1 and WRITECACHEDIR
• WRITECACHEDIR and "C:\Program Files\EMC
• NetWorker\nsr\tmp\nwfs"
• "C:\Program Files\EMC
• NetWorker\nsr\tmp\nwfs" and MOUNTPOINTDIR
• MOUNTPOINTDIR and "C:\Program Files\EMC
• NetWorker\nsr\tmp\nwfs\NetWorker Virtual File 


System"
• "C:\Program Files\EMC
• NetWorker\nsr\tmp\nwfs\NetWorker Virtual File 


System" and HYPERVMOUNTPOINTDIR
• HYPERVMOUNTPOINTDIR and "C:\Program
• Files\EMC NetWorker\nsr\tmp"
• "C:\Program Files\EMC NetWorker\nsr\tmp" and 


SETUPTYPE=Install
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Silent removal of NMM
Table 4 on page 47 describes the commands for silent removal of NMM. 


Removal of NMM does not remove the NetWorker client. To remove both NMM and 
NetWorker from a host, first uninstall NMM and then NetWorker.


Performs a silent installation of NWFS in 
the path where the NetWorker client and 
NMM are not installed. You will be 
required to reboot the computer.


setup.exe /s /v"/qn /l*v setup.log 
INSTALLLEVEL=200 NW_GLR_FEATURE=1 
REBOOTMACHINE=1 WRITECACHEDIR=C:\ 
MOUNTPOINTDIR=C:\ 
HYPERVMOUNTPOINTDIR=C:\Temp 
SETUPTYPE=Install" 
Ensure that there is a space between:
• setup and /s
• /s and /v”/qn
• /l*v and setup.log
• setup.log and INSTALLLEVEL=200
• INSTALLLEVEL=200 and NW_GLR_FEATURE=1
• NW_GLR_FEATURE=1 and REBOOTMACHINE=1
• REBOOTMACHINE=1 and WRITECACHEDIR=C:\
• WRITECACHEDIR=C:\ and MOUNTPOINTDIR=C:\
• MOUNTPOINTDIR=C:\ and 


HYPERVMOUNTPOINTDIR=C:\Temp
• HYPERVMOUNTPOINTDIR=C:\Temp and 


SETUPTYPE=Install"


Table 3  Commands for silent installation of NWFS (page 2 of 2)


Task Command


Table 4  Commands for silent removal of NMM  (page 1 of 2)


Task Command


Removes NMM, creates an MSI log file setup.exe /s /v"/qn /l*v 
"""%temp%\NMMuninstall.log\""" " /x
Ensure that there is a space between:
• *setup and /s
• /s and /v”/qn
• /v”/qn and /l*v
• /l*v and """%temp%\NMMUninstall.log\"""
• """%temp%\NMMUninstall.log\""" and "
• " and /x
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Silent upgrade of NMM
You cannot perform a direct upgrade from an earlier version of NMM to NMM 3.0. 


1. Remove the existing NMM version by using the silent uninstallation process. “Silent 
removal of NMM” on page 47 provides details.


2. Install NetWorker Server 8.1 or later.


3. Follow the steps provided in “Silent installation of NMM” on page 44 to install NMM 
3.0 using the silent installation process. 


Sample scripts for silent installation and removal of NMM
Table 5 on page 49 lists sample scripts that you can use for the silent installation and 
removal of the NMM software. All these samples are included in the NMM 3.0 installation 
media kit in the directory where setup.exe is located. You can modify the sample scripts to 
provide custom installations for your environment. 


Performs a silent removal of NMM and the 
GLR option for all applications


To remove NMM without automatically rebooting the 
host (requires a manual reboot):
setup.exe /s /v"/qn /l*v setup.log 
INSTALLLEVEL=100 NW_GLR_FEATURE=0 
REBOOTMACHINE=0 SETUPTYPE=Install" /x
Ensure that there is a space between:
• setup and /s
• /s and /v”/qn
• /v”/qn and /l*v
• /l*v and setup.log
• setup.log and INSTALLLEVEL=100
• INSTALLLEVEL=100 and NW_GLR_FEATURE=0
• NW_GLR_FEATURE=0 and REBOOTMACHINE=0
• REBOOTMACHINE=0 and SETUPTYPE=Install"
• SETUPTYPE=Install" and /x


To remove NMM and automatically reboot the host:
setup.exe /s /v"/qn /l*v setup.log 
INSTALLLEVEL=100 NW_GLR_FEATURE=0 
REBOOTMACHINE=1 SETUPTYPE=Install" /x
Ensure that there is a space between:
• setup and /s
• /s and /v”/qn
• /v”/qn and /l*v
• /l*v and setup.log
• setup.log and INSTALLLEVEL=100
• INSTALLLEVEL=100 and NW_GLR_FEATURE=0
• NW_GLR_FEATURE=0 and REBOOTMACHINE=1
• REBOOTMACHINE=1 and SETUPTYPE=Install"
• SETUPTYPE=Install" and /x


Table 4  Commands for silent removal of NMM  (page 2 of 2)


Task Command
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Each sample script creates a log in the %temp% directory, whose base name is the same 
as the script base name. The only difference is that the file extension .cmd is replaced by 
.log. For example, the file created for the install_nmm_silent_sample.cmd script is named 
install_nmm_silent_sample.log. 


You can also use these logs to troubleshoot installation problems.


Table 5  Sample scripts for silent installation 


Script name Description


Silent installation master script 


The install_nmm_silent_sample.cmd script is the master script that executes all the 
scripts in Table 5 on page 49, except for uninstall_nmm_silent_sample.cmd. The 
install_nmm_silent_sample.cmd script uses the default installation path and leaves the 
res\server file blank.


The install_nmm_silent_sample.cmd script performs the following sequence of 
operations:


1. Verifies whether NMM software is already installed. If installed, the script exits.


2. Installs the Microsoft .NET Framework, if it is not installed.


The script installs Microsoft .NET Framework 2.0. The script does not install the .NET 
Framework 4.0 that is required for NMM 3.0. Before installing NMM 3.0, you must first 
download and install .NET 4.0 manually in the setup.


3. Installs the Microsoft VC80 side-by-side redistributable DLLs.


4. Installs NMM in the default installation path with the command, which you can modify 
by running the following command:


%~dp0\setup /s /v"/qn /L*v """%temp%\NMMinstall.log""" " /w


Ensure that there is a space between:


• %~dp0\setup and /s
• /s and /v"/qn
• /v"/qn and /L*v
• /L*v and """%temp%\NMMinstall.log"""


install_nmm_silent_sample.cmd Silently installs NMM 3.0. You can modify this sample 
script.


uninstall_nmm_silent_sample.cmd Silently removes NMM 3.0. You can modify this 
sample script.


NMMInstalled.vbs Determines if NMM or NetWorker is currently installed.


DotNetInstalled.vbs Determines if .NET Framework 2.0 is currently 
installed. 


DotNetInst.cmd Installs .NET Framework 2.0. 


NMMConfigFW.vbs Creates Windows firewall exceptions for NMM.
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• """%temp%\NMMinstall.log""" and "
• " and /w


5. Configures the Windows firewall.


Installing and removing NMM by using an SCCM 2007 Server
You can remotely install or remove the NMM 3.0 software by using a Microsoft System 
Center Configuration Manager (SCCM) 2007 Server.


Install NMM by using an SCCM 2007 server


Install NMM from a remote location by using the Microsoft System Center Configuration 
Manager (SCCM) 2007 Server.


1. Run the New Collection Wizard to specify the client host, where you will install the 
NMM 3.0 software.


2. Copy the NMM 3.0 installation package to the local drive on the SCCM Server and 
specify a local SCCM hostname as a new distribution point for the distribution 
package.


3. Run the New Package Wizard to create a software distribution package. Specify 
general information, data source, distribution settings, and other information for the 
new package. 


The wizard creates example installation and uninstallation script files in the 
installation kit \networkr directory. “Sample scripts for silent installation and removal 
of NMM” on page 48 provides details.


4. Run the New Program Wizard to create an installation program for a software 
distribution package:


a. To use the install_nmm_silent_sample.cmd file as the source installation file:


1. On the SCCM Server, on the General tab, click Browse.


2. Select Show all files.


3. Select the install_nmm_silent_sample.cmd file in the /networker directory. 


b. In the Environment Wizard window:


1. Set the administrative rights to Run Mode. 


2. Use the default setting for all other options.


3. Click Close to complete the program creation.


5. Run the New Advertisement Wizard to create an advertisement for the installation. 
Specify the general information, package name, program, and collection to which the 
advertisement should be distributed:


a. For the schedule option, select Run as soon as possible.


b. For the delivery method, select Run program from distribution point. 


c. For all other options, use the default settings.


d. Complete the New Advertisement Wizard.
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After the SCCM server creates the advertisement, the SCCM Server is ready to install 
the software. Allow 30 minutes or more for the SCCM Server to process the advertised 
installation. You can view and verify the installation process status in the 
Advertisement Status section in the SCCM Server. 


The C:\Windows\temp directory contains the SCCM server installation status log files. 
For quick access to the temp directory, select Start > Run and then type 
%SystemRoot%\temp.


Uninstall NMM by using an SCCM 2007 server


To uninstall the NMM software with an SCCM 2007 Server, run the 
uninstall_nmm_silent_sample.cmd file. The procedure to uninstall NMM with an SCCM 
2007 server is the same as the install procedure. “Install NMM by using an SCCM 2007 
server” on page 50 provides details.


Troubleshooting the installation
You might have to troubleshoot errors when NMM is not running correctly after a fresh 
installation or if moving from a previous release of NMM to NMM 3.0.


The NetWorker Module for Microsoft Administration Guide provides more details on 
troubleshooting.


Errors in installation of Replication Manager


Most often, NMM installation problems are due to errors in the installation of Replication 
Manager services. 


If the installation is not correctly performed, NMM installation automatically rolls back 
completely.


Windows firewall exception error for irccd.exe 


Under certain circumstances, the following firewall error message might appear during an 
NMM installation: 


“Unable to create a Windows Firewall exception for C:\Program 
Files\EMC Networker\nsr\bin\irccd.exe. File not found.”


If this occurs, configure the firewall setting manually, and then validate the configuration.


“Configuring Windows firewall settings” on page 54 provides details.


Using non-English characters in installation path


When you install the NMM software, during silent or GUI installation, do not use 
non-English characters in the installation path. Although NetWorker might install properly 
install, the installation of services for PowerSnap and Replication Manager fail and an 
error message appears.
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CHAPTER 5
Configuration Tasks


This chapter includes the following topics: 


◆ Configuring Replication Manager port settings ........................................................  54
◆ Configuring Windows firewall settings .....................................................................  54
◆ Configuring a dedicated storage node for NMM .......................................................  55
◆ Set up events notifications and find errors ..............................................................  55
◆ Troubleshooting installation issues .........................................................................  56
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Configuring Replication Manager port settings
During installation, NMM automatically configures the Replication Manager port settings. 
NMM uses 6728 for the control port and 6729 for the data port. To ensure that the NMM 
software functions correctly, open ports 6278 and 6729 for communication between the 
NetWorker server and the NMM client.


You can configure the Replication Manager port settings to those of your choice, even after 
the NMM installation is complete.


1. From the command line, stop the rmagent service. 


For example: 


net stop RMAgentPS 


2. In the %Program Files%\Legato\nsr\rmagentps\client\bin directory, run the irccd 
command to change the port settings: 


irccd –p control_channel_port -P data_channel_port


For example:


irccd –p 7131 -P 7456


3. In the %ProgramFiles%\Legato\nsr\res directory, edit the following values in the 
rmps.res file:


• control port


• data port


These values must match the values set in step 2 .


type: RM Service Ports;
Control Port: control_channel_port;
Data Port: data_channel_port;


For example: 


type: RM Service Ports;
Control Port: 7131;
Data Port: 7456;


4. Start the rmagent service. 


For example:


net start RMagentps


Configuring Windows firewall settings
The NMM installation process can configure rules on a Windows firewall. However, you can 
also configure the firewall after the NMM installation is complete.


1. Click Start, and then click Control Panel.


2. Open Windows Firewall. 


3. In the Windows Firewall window, select Allow a program through Windows Firewall.
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4. In the Allowed programs and features list, verify that the EMC Replication Manager 
Client for RMAgentPS appears. 


• If the option is not selected, select it.


• If there is no entry for EMC Replication Manager Client for RMAgentPS, manually 
add it: 


a. Click Add Program.


b. Click Browse.


c. Type C:\Program Files\EMC NetWorker\nsr\rmagentps\client\bin\irccd.exe.


If you installed NMM on an a drive other than C:\, then specify the correct path 
to irccd.exe. 


d. Click OK. 


Configuring a dedicated storage node for NMM
To configure a DSN for NMM for all other applications:


1. Install NetWorker Server 8.1 or later, or NetWorker Storage Node 8.1 or later.


2. Install the NMM 3.0 software on the same host.


Chapter 3, “Configuration Checks and Installation,” provides details.


3. Create a remote backup device on the NetWorker server and on the Device Properties, 
Configuration tab, set the Dedicated Storage Node attribute to Yes.


A DSN license is required. The NetWorker Administration Guide provides details.


For an Exchange 2010 DAG, use the workaround provided in the “Configuring backups to 
use a remote storage node in a DAG environment” section in the NetWorker Module for 
Microsoft Exchange VSS User Guide.


Set up events notifications and find errors
Set up NetWorker and NMM to send notifications about errors and events. NetWorker can 
send notifications to several locations, including log files, SNMP printers, SNMP 
management console, and email messages. 


The NetWorker Administration Guide describes how to set up notifications.
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Table 6 on page 56 describes several ways that the NetWorker server, NMM, and other 
NetWorker features provide information about problems. 


Table 6  Notifications and errors 


Type Description


Troubleshooting installation issues
Review and follow the solutions provided for various issues that you may face for NMM 
installation.


NMM uninstall and reinstall required to change the Replication Manager port number


The Replication Manager port number can change after you install NMM. 


Solution


To change the Replication Manager port that NMM uses, uninstall and then install the 
NMM software. Specify the port when prompted during the installation process.


Force cleaning an NMM installation on a client host


You can resolve errors while uninstalling NMM by force cleaning the NMM installation.


Solution


Follow these steps to remove the Replication Manager (RM) binaries completely:


1. Make a copy of the log files in the following directories: nsr\applogs, nsr\logs, and 
nsr\rmagentps directories.


2. Set up NetWorker and NMM to send notifications about errors and events. 


Email notification of a 
NetWorker event


Configure an Owner Notification for the MM client to send an email 
notification about NetWorker events. 


Error message details 
window


Displays error and event message for NetWorker server activities 
including backup or recovery operations. 


NetWorker Monitor 
window


Displays details of current NetWorker server activities, operations 
related to devices and libraries, group backup operations, and events 
that require user intervention.


Event viewer Alerts users that user intervention is required on the NMM host.


Log files NMM creates log files for each operation and process. Separate log files 
are available for NetWorker and various features, depending on what 
features are installed and in use:
• NMM
• NetWorker Client or Storage Node
• NetWorker Server
• NetWorker PowerSnap
• Replication Manager
• EMC VSS Provider client for RMAgent
The debug level of a save or recover process determines the amount of 
messages that operation sends to the log file.
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Table 6 on page 56 describes several ways that the NetWorker server, NMM, and other 
NetWorker features provide information about problems. 


3. Uninstall the NMM Client. 


This also uninstalls the RM binaries.


4. Ensure that the following services are not installed or running: 


• Replication Manager Client for RMAgentPS (Executes operations for Replication 
Manager Client for RMAgentPS) 


• RM_ExchangeInterface (This service runs Exchange Server 2007 or Exchange 
Server 2010 commands for Replication Manager)


5. Uninstall the base NetWorker client.


6. Ensure that the following services are not installed or running: 


• NetWorker PowerSnap service (Listens and Services BRC Protocol) 


• NetWorker Power Monitor Service (Works with the energy-saving features of 
Windows to keep NetWorker components running correctly during power-saving 
modes. It may be disabled, if not needed.)


7. Delete all the files and directories in \Program Files\EMC NetWorker\nsr, but save the 
logs from in step 1 . 


8. Delete the following registry keys: 


•     HKLM\SOFTWARE\EMC and below 


•     HKLM\SOFTWARE\Legato and below 


9. Reinstall the base NetWorker client software.


10. Reinstall the NMM client software.


For Exchange environments, if the reinstall is not successful after deleting the above 
keys, it may be necessary to explicitly remove any other references to: 


– Replication Manager Exchange Interface 


– RM_ExchangeInterface 


– PowerSnap


Make sure to provide the correct Exchange credentials during installation in an 
Exchange environment and take care of other requirements specific to Exchange 
installations.


When you flush the nsr folder (remove the metadata), the nsrladb folder contains the 
public key for the client that is cached in the NetWorker server’s “local hosts” resource. To 
correct this, you must delete the NSR Peer Information on the backup server for the client 
so that the cached public key is updated. 
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Use this command to delete the peer information:


C:\>nsradmin -p nsrexec -s bv-rcserver  
NetWorker administration program.  
Use the "help" command for help.  
nsradmin> delete type: NSR peer information; name: 
bv-tlscs.belred.legato.com  
type: NSR peer information;  
administrator: Administrators,  
"group=Administrators,host=bv-rcserver.belred.legato.com";  
name: bv-tlscs.belred.legato.com;  
peer hostname: bv-tlscs.belred.legato.com;  
Change certificate: ;  
certificate file to load: ;  
Delete? y  
deleted resource id 
8.0.72.7.0.0.0.0.174.29.184.76.0.0.0.0.10.5.220.27(1)  
nsradmin> 
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APPENDIX A
Microsoft Hotfixes Required for NMM 3.0


This appendix includes the following sections:


◆ Hotfix updates required for backup and recovery of all applications ........................  60
◆ Hotfix updates required for VSS backup and recovery..............................................  60
◆ Hotfix updates required for Exchange Server backup and recovery...........................  61
◆ Hotfix updates required for SharePoint Server backup and recovery ........................  62
◆ Hotfix updates required for Hyper-V Server backup and recovery .............................  63 


There are no Microsoft hotfix requirements for NMM 3.0 with SQL Server.
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Hotfix updates required for backup and recovery of all 
applications


Table 7 on page 60 lists the hotfix updates required for general NMM 3.0 backup and 
recovery. 


Table 7  Hotfixes required for NMM 3.0 general backup and recovery 


Knowledge Base 
article ID


Windows 
2008 SP2 
(X32)


Windows 
2008 SP2 
(X64)


Windows 
2008 R2 Applies to Description 


Hotfix updates required for VSS backup and recovery
Table 8 on page 60 lists the hotfix updates that NMM 3.0 requires for VSS backup and 
recovery. 


Table 8  Hotfixes required for NMM 3.0 for VSS backup and recovery


Knowledge Base 
article ID


Windows 
2008 SP2
(X32)


Windows 
2008 SP2
(X64)


Windows 
2008 R2


Applies to
Description 


KB975688 ✔ Windows 
Server 2008 
R2 editions


A snapshot may become corrupted when the Volume 
Shadow Copy Service (VSS) snapshot providers take more 
than 10 seconds to create it on a host that is running 
Windows Server 2008 R2.


KB978897 ✔ ✔ Windows 
Server 2008 
SP2


On Windows 2008, during NMM backups, Virtual Disk 
Service (VDS) crashes while applying retention because 
VDS incorrectly accesses some providers that are unloaded, 
when VDS is in the exit process.


KB975832 ✔ ✔ VSS You cannot perform certain disk-related operations after 
a VSS hardware provider fails to create a snapshot on a 
computer that is running Windows Server 2008.


KB2748349 ✔ ✔ VSS When the current size of the volume that you extend is a 
multiple of 8 gigabytes (GB) by a size that is larger than 8 
GB or the volume is frequently extended by a multiple of 
8 GB, corrupted backups might not be detected until you 
attempt a recovery.
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Hotfix updates required for Exchange Server backup and recovery
Table 9 on page 61 lists the hotfix updates required for NMM 3.0 for Exchange Server 
backup and recovery. 


Table 9  Hotfixes required for NMM 3.0  for Exchange Server backup and recovery


Knowledge Base 
article ID


Windows 
2008 SP2
(X32)


Windows 
2008 SP2
(X64)


Windows 
2008 R2 Applies to Description 


KB2425179 ✔ ✔ ✔ Exchange 
Server 2010


To perform Recovery Database (RDB) item level recovery, 
install Exchange Server 2010 SP1 Rollup 2 on all applicable 
hosts.


KB930800 ✔ ✔ ✔ Exchange 
Server 2007


If encountering VSS_E_WRITERERROR_RETRYABLE errors, 
take corrective action documented in this knowledge base 
article.


KB971534 ✔ ✔ ✔ Exchange 
Server 2007 
SP2


Microsoft has released Update Rollup 1 for Exchange Server 
2007 Service Pack 2 (SP2). 


KB982118 ✔ ✔ ✔ Exchange 
2007 
Service Pack 
3 Update 
Rollup 1 


This hotfix is required for stand-alone, CCR, LCR, and SCC 
configurations to prevent occasionally VSS backup operation 
failure and Event ID: 2034 error on an Exchange Server 2007 
server.

Hotfix updates required for Exchange Server backup and recovery 61







Microsoft Hotfixes Required for NMM 3.0

Hotfix updates required for SharePoint Server backup and 
recovery


Table 10 on page 62 lists the hotfix updates required for NMM 3.0 for SharePoint Server 
backup and recovery. 


Table 10  Hotfixes required for NMM 3.0 for SharePoint Server backup and recovery 


Knowledge Base 
article ID


Windows 
2008 SP1 
R2
(X86)


Windows 
2008 SP2
(X64, 
X86) Applies to Description 


KB2412267 ✔ ✔ SharePoint 
Server 2007 
SP3


Cumulative update packages for Microsoft Office SharePoint server 
2007 (released in October 2010) contain hotfixes. SharePoint 2007 
VSS backup and restore fails on named instance if the updates are 
not installed.


KB971538 
• If you have 


already installed 
hotfix 961755, 
then also install 
hotfix 971538.


• If you have not 
installed hotfix 
961755, then 
install only hotfix 
971538.


✔ SharePoint 
Server 2007


Cumulative update packages for Windows SharePoint Services 3.0 
contain hotfixes for the Windows SharePoint Services 3.0 issues 
that were fixed since the release of Windows SharePoint Services 
3.0. This build of the cumulative update package is also known as 
build 12.0.6510.5001.
Go to the Microsoft support website and search for KB971538 - 
“Description of the Windows SharePoint Services 3.0 cumulative 
update server Hotfix Package (WSS server-package): June 30, 2009” 
and follow the directions provided on the website.


KB953334 ✔ SharePoint 
server 2007


The Microsoft Office 2007 servers SP2 package provides the latest 
updates. It includes two main categories of fixes: 
• Previously unreleased fixes that were made specifically for this 


service pack, including improvements in stability, performance, 
and security.


• All the public updates, security updates, cumulative updates, 
and hotfixes that were released through February 2009. 


KB953338 ✔ SharePoint 
Server 2007


Windows SharePoint services 3.0 SP2 provides the latest updates, 
including:
• Previously unreleased fixes that were made specifically for this 


service pack, including improvements in stability, performance, 
and security.


• All the public updates, security updates, cumulative updates, 
and hotfixes that were released through February 2009. 


Before you try to install this service pack, read about how to deploy 
software updates for Windows SharePoint Services 3.0.


KB981043 SharePoint 
Server 2007


Cumulative update packages for Windows SharePoint Services 3.0 
(released in April 2010) contain hotfixes. SharePoint 2007 VSS 
backup and restore fails if the updates are not installed.
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Hotfix updates required for Hyper-V Server backup and recovery
Table 11 on page 63 lists the hotfix updates required for NMM 3.0 for Hyper-V Server 
backup and recovery. 


Table 11  Hotfixes required for NMM 3.0 for Hyper-V Server backup and recovery 


Knowledge Base 
article ID


Windows 
2008 SP2
(X32)


Windows 
2008 SP2 
(X64)


Windows 
2008 R2 
SP1 Applies to Description 


KB967560 ✔ ✔ Hyper-V 
Server


When a scheduled save is started, the event viewer might 
display: 
“ASR Error: Failed to collect critical 
information for ASR Backup.” 
The ASR is unable to obtain disk information for device 3 
(Win32 error code 0x2).


KB951308 ✔ ✔ Hyper-V 
Server
SP2


Apply to each cluster node for cluster deployment. This 
provides increased functionality and virtual machine control 
in the Windows Server 2008 Failover Cluster Management 
console for the Hyper-V Server role.


KB956697 ✔ Hyper-V 
Server
SP2


Applies when the Hyper-V Writer seems to be missing due to 
the presence of corrupt virtual machine configuration files in 
the Hyper-V Server.


KB958184 ✔ Hyper-V 
Server
SP2


Applies when you save virtual machine files on a volume 
mounted on a failover cluster using a volume GUID.


KB959962 ✔ Hyper-V 
Server
SP2


Updates Hyper-V Writer to fix backup failure for any of the 
following reasons:
• Retry operations result in a VSS error.
• VSS Application Writer Provider is moving to a bad state.
• Virtual machine recoveries fail because of an attached 


legacy adaptor.
After performing this update:
1. Insert the Integration Services Disk


2. From the Action menu in each virtual machine’s 
management console, update the integration services. 


3. Restart the virtual machine.


KB960038 ✔ ✔ Hyper-V 
Server
SP2


Apply to all Hyper-V hosts. This update for Windows Server 
2008 fixes Hyper-V host server crash. A crash can occur 
when you perform backups by using the Hyper-V Writer.
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PREFACE


As part of an effort to improve its product lines, EMC periodically releases revisions of its 
software and hardware. Therefore, some functions described in this document might not 
be supported by all versions of the software or hardware currently in use. The product 
release notes provide the most up-to-date information on product features.


Contact your EMC technical support professional if a product does not function properly or 
does not function as described in this document.


Note: This document was accurate at publication time. Go to EMC Online Support 
(https://support.emc.com) to ensure that you are using the latest version of this 
document.


Purpose
The purpose of this guide is to provide detailed information about performing Windows 
Bare Metal Recovery by using EMC NetWorker Module for Microsoft.


Audience
This guide is part of the EMC NetWorker Module for Microsoft documentation set. It is 
intended for use by system administrators to perform Windows Bare Metal Recovery of 
Microsoft applications.


Readers should be familiar with the following technologies used in backup and recovery:


◆ EMC NetWorker software
◆ EMC NetWorker snapshot management
◆ Microsoft Volume Shadow Copy Service (VSS) technology


Related documentation
Table 1 on page 5 lists the EMC publications that provide additional information.


Table 1  EMC publications for additional information (page 1 of 2)


Guide names Description


NetWorker Module for Microsoft Release 3.0 
Release Notes


Contains information about new features and changes, problems fixed from 
previous releases, known limitations, and late-breaking information that was not 
updated in the remaining documentation set.


NetWorker Module for Microsoft Release 3.0 
Installation Guide


Contains preinstallation, installation, silent installation, and post installation 
information about NMM 3.0.


NetWorker Module for Microsoft Release 3.0 
Administration Guide


Contains information common to all the supported Microsoft applications that 
can be backed up and recovered by using EMC NetWorker Module for Microsoft.


NetWorker Module for Microsoft for SQL and 
SharePoint VSS Release 3.0 User Guide


Contains information about backup and recovery of SQL Server VSS and 
SharePoint Server VSS by using EMC NetWorker Module for Microsoft.


NetWorker Module for Microsoft for SQL VDI 
Release 3.0 User Guide


Contains information about backup and recovery of SQL Server VDI by using EMC 
NetWorker Module for Microsoft.


NetWorker Module for Microsoft for Exchange 
VSS Release 3.0 User Guide


Contains information about backup and recovery of Exchange Server VSS by 
using EMC NetWorker Module for Microsoft.
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Conventions used in this document
EMC uses the following conventions for special notices:


NOTICE is used to address practices not related to personal injury.


Note: A note presents information that is important, but not hazard-related.


Typographical conventions


EMC uses the following type style conventions in this document:


NetWorker Module for Microsoft for Hyper-V 
VSS Release 3.0 User Guide


Contains information about backup and recovery of Hyper-V Server VSS by using 
EMC NetWorker Module for Microsoft.


NetWorker Cloning Integration Guide Contains planning, practices, and configuration information for using the 
NetWorker, NMM, and NMDA cloning feature.


NetWorker SolVe Desktop An executable download that can be used to generate precise, user-driven steps 
for high demand tasks carried out by customers, support, and the field.


NetWorker Licensing Guide Contains information about licensing NetWorker and its modules.


NetWorker Software Compatibility Guide Contains a list of supported client, server, and storage node operating systems 
for the following software products: NetWorker and NetWorker application 
modules and options (including deduplication and virtualization support), 
AlphaStor, Data Protection Advisor, and HomeBase.


NetWorker Data Domain Deduplication Devices 
Integration Guide


Contains planning and configuration information on the use of Data Domain 
devices for data deduplication backup and storage in a NetWorker environment.


NetWorker Avamar Integration Guide Contains planning and configuration information on the use of Avamar in a 
NetWorker environment.


NetWorker documentation set Contains the documentation that is available with NetWorker.


Table 1  EMC publications for additional information (page 2 of 2)


Guide names Description


Bold Use for names of interface elements, such as names of windows, dialog 
boxes, buttons, fields, tab names, key names, and menu paths (what the 
user specifically selects or clicks)


Italic Use for full titles of publications referenced in text


Monospace Use for:
• System output, such as an error message or script
• System code
• Pathnames, filenames, prompts, and syntax
• Commands and options


Monospace italic Use for variables.


Monospace bold Use for user input.


[ ] Square brackets enclose optional values


| Vertical bar indicates alternate selections — the bar means “or”


{ } Braces enclose content that the user must specify, such as x or y or z


... Ellipses indicate nonessential information omitted from the example
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Where to get help
EMC support, product, and licensing information can be obtained as follows:


Product information — For documentation, release notes, software updates, or 
information about EMC products, go to EMC Online Support at:


https://support.emc.com


Technical support — Go to EMC Online Support and click Service Center. You will see 
several options for contacting EMC Technical Support. Note that to open a service request, 
you must have a valid support agreement. Contact your EMC sales representative for 
details about obtaining a valid support agreement or with questions about your account.


Online communities — Visit EMC Community Network https://community.EMC.com/ for 
peer contacts, conversations, and content on product support and solutions. Interactively 
engage online with customers, partners, and certified professionals for all EMC products.


Your comments
Your suggestions will help us continue to improve the accuracy, organization, and overall 
quality of the user publications. Send your opinions of this document to:


BRSdocumentation@emc.com
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REVISION HISTORY


Email your clarifications or suggestions for this document to:


BRSdocumentation@emc.com


The following table presents the revision history of this document.


Revision Date Description of added or changed sections


02 October 07, 2013 Removed the By using the Client Configuration Wizard sections from the following 
sections for the General Availability (GA) release of EMC NetWorker Module for 
Microsoft Release 3.0:
• “Configuring a SharePoint Server client resource” on page 36
• “Configuring a SharePoint Server client resource” on page 40


01 July 25, 2013 First release of this document for the Direct Availability (DA) release of EMC NetWorker 
Module for Microsoft Release 3.0.
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Overview

Bare Metal Recovery overview
This guide provides detailed information about Windows Bare Metal Recovery (BMR) 
solution by using EMC® NetWorker® and EMC NetWorker Module for Microsoft (NMM), 
how this solution works, and the procedures that you are required to follow for disaster 
recovery of the supported Microsoft applications.


BMR is a technique in the field of data recovery and restoration where the backed up data 
is available in a form that allows you to restore a system from bare metal, that is, without 
any requirements as to previously installed software or operating system.


Typically, the backed up data includes the necessary operating system, applications, and 
data components to rebuild or restore the backed up system to an entirely separate piece 
of hardware. The hardware receiving the restore should have a similar configuration as 
that of the hardware that was the source of the backup.


The basic BMR is the process of bringing up a server after a disaster and ensuring that the 
system recovers with the operating system, the applications, and the data as they were at 
the time of the failure.


Restoring a server to the exact configuration that it had at the time of its destruction can 
be a difficult task. When this restoration is performed to another hardware, it can add to 
the complexity of the process and can be time-consuming. Windows BMR solution 
provides a flexible and reliable method of restoring a server after a disaster.


Windows BMR support is available on the following platforms:


◆ Windows Server 2012 (x64)
◆ Windows Server 2008 SP2 (x86 and x64)
◆ Windows Server 2008 R2 SP1 (x64)
◆ Windows Server 2008 R2 (x64)
◆ Windows Server 2008 (x86 and x64)


You can use the BMR support for the following Microsoft applications:


◆ Exchange Server 2013
◆ Exchange Server 2010
◆ Exchange Server 2007
◆ SharePoint Server 2013
◆ SharePoint Server 2010
◆ SharePoint Server 2007
◆ Hyper-V Server
◆ SQL Server 2012
◆ SQL Server 2008 R2
◆ SQL Server 2008
◆ SQL Server 2005
◆ Active Directory
◆ System Center Virtual Machine Manager


The NetWorker Software Compatibility Guide provides the information about the versions 
of the supported operating systems, the software and hardware requirements, and the 
exact versions of the Microsoft applications that Windows BMR supports.


For BMR support, you must have installed NetWorker server 7.6 SP3 or later, NetWorker 
client 8.1, and NetWorker Management Console 8.0 or later along with NMM 3.0.
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Terminology
This section defines terms that are used in this document to describe NetWorker support 
for Windows BMR.


◆ Application data — User data such as a log file that is created by the application, or 
user data such as an application database that is created with the application. For 
example, an SQL Server’s application data includes its databases and log files. 
Application data is neither included in nor recoverable from a Windows BMR 
operation. Application data must be backed up and recovered with NMM.


◆ ASR Writer — The Volume Shadow Copy Service (VSS) writer that is responsible for 
identifying critical data that is needed to perform an offline restore.


◆ Boot Configuration Data (BCD) — The BCD store contains boot configuration 
parameters, and controls how Microsoft Windows Server 2008 operating system 
starts. A backup of this ASR Writer component is required to perform an offline 
restore.


◆ Critical Volume — A critical volume includes:


• Any volume that contains system state files or files for an installed service, 
including volumes mounted as NTFS directories that contain such files. An 
example of an installed service is the Exchange 2010 application binaries. 
However, the Exchange database and log files are not considered critical.


• Any parent volume where a critical volume is mounted.


• All volumes on all dynamic disks if at least one of those volumes is critical.


• A current backup of all critical volumes that is required to perform a Windows BMR.


◆ Disaster recovery — The restoration of a computer operating system and its data after 
a catastrophic failure such as a hard disk failure or the corruption of critical operating 
system components. A disaster recovery might not be a bare metal recovery.


◆ NetWorker Windows BMR image — A bootable image that contains NetWorker binaries 
and a wizard to control the Windows BMR process.


◆ Non-critical volume — A volume that contains files that are not part of the system state 
or an installed service.


◆ Offline restore — A restore operation that is performed from the NetWorker Windows 
Disaster Recovery boot image. An offline restore is an automated process, and does 
not require the manual installation of an operating system. A BMR is an offline 
restore.


◆ Online restore — A restore operation that is performed from the regular NetWorker 
recover user interface. An online restore requires that the computer has been booted 
from an installed operating system.
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How BMR works with NetWorker and NetWorker Module for 
Microsoft


From NMM 3.0 onwards, Windows file system backup and recovery must be performed by 
using the NetWorker client, and application-specific backup and recovery must be 
performed by using NMM. Specific information about how the backup and recovery 
process for various Microsoft applications in NMM 3.0 differs from previous NMM releases 
is provided in application-specific user guides.


NetWorker disaster recovery provides an automated BMR solution by using the Windows 
ASR writer and other VSS writers to identify critical volumes that are needed to perform a 
disaster recovery on a disabled system. BMR is performed offline, that is, when the 
Windows operating system is inactive. This avoids the necessity to manually reinstall 
Windows, and the problems that occur when operating system files are being restored to 
an active Windows system.


NMM 3.0 is compatible with the NetWorker 8.1 client, which provides a true BMR 
capability for Windows Server 2012, Windows Server 2008 R2, and Windows Server 2008. 
This capability is built into the NetWorker client and provides BMR support to the same or 
similar hardware. For Windows BMR, you should download the appropriate .iso recovery 
boot image file from EMC Online Support (https://support.emc.com). The ISO image 
provides a wizard that allows you to format disks, recover Windows critical volumes from 
backup, and reboot the server to bring it back online. The Obtain the Windows Bare Metal 
Recovery wizard section in the NetWorker Release 8.1 Administration Guide provides 
information about how to download the recovery boot image.


The NetWorker Release 8.1 Administration Guide provides information about how to use 
NetWorker for Windows BMR. Review the information in the guide before proceeding with 
the procedures in this document.


Recommendations
The following are the recommendations for performing the Windows BMR recovery:


◆ The BMR capability of NetWorker uses supported Microsoft technologies to perform 
disaster recovery backups and recoveries of Windows clients and servers. Microsoft 
supports BMR recoveries to the same or similar hardware.


The following Microsoft KB article provides the requirements to perform a BMR 
recovery to similar hardware:


http://support.microsoft.com/kb/249694


◆ You can use the NetWorker Windows BMR 32-bit ISO image to recover an x86 
operating system on either an x86 or x64 computer. You can use the NetWorker 
Windows BMR 64-bit ISO image to recover only an x64 operating system on an x64 
computer.
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◆ Review and follow these CPU guidelines:


• The operating system architecture and the processor architecture must match.


• You can treat AMD or Intel processors as being the same if they follow the same 
architecture. You can recover the operating system backup of an AMD x64 
computer to an Intel x64 computer. The process is reversible.


• You can restore the backup of an x86 operating system version only to an x86 
processor computer.


• You can restore the backup of an x64 operating system version only to an x64 
processor computer.


◆ Review and follow these hard disk requirements:


• The disk or RAID drivers that are used in the old system must be compatible with 
the disk or RAID controllers in the new system.


• For each critical disk on the BMR target system, the startup hard disk capacity on 
the new system must be greater than or equal to the capacity on the old system. 
BMR fails if the capacity is smaller by even a single byte.


• Windows BMR supports IDE, SATA, or SCSI hard disks. You can perform the backup 
on one type of hard disk and recover on another type. For example, SAS to SATA is 
supported.


• You must restore the backup to the same logical disk numbers as on the original 
server. You cannot use different logical disk numbers on the target system to 
recover the critical volumes such as the operating system volume.


• Ensure that the RAID setup on destination computer does not interfere with the 
disk order of the hard disks.


◆ After a Windows BMR recovery, you must install new network interface card drivers 
that match the NIC in the new computer after Windows boots on the new server.


◆ Windows BMR backs up only critical volumes, and can be used for offline disaster 
recovery. You must use the NetWorker client to back up the critical and non-critical 
volumes.


NetWorker 8.1 considers only system volume as a critical volume. If you have installed 
a Microsoft application on a drive other than the system drive, the drive is not 
considered as critical. On Windows Server 2008 R2, a volume is critical if a Microsoft 
application has installed a Windows service on it, but on Windows Server 2012, a 
volume that has a Windows application service installed is not critical.


◆ To make a volume critical on Windows Server 2012, set the value of the 
HKLM\System\CurrentControlSet\Control\SystemWriter\ReportWin32ServicesNonSys
temState registry key to 0. This ensures that BMR includes the Microsoft application 
binaries, and the volume on which they are installed is marked as critical.
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Bare Metal Recovery

Protecting the application data before a disaster
To prepare for disaster recovery, back up application data and other files:


1. Use NetWorker client to back up non-application files.


The NetWorker Release 8.1 Administration Guide provides details about using 
NetWorker client to back up the non-application files.


2. Create a NetWorker group without the Snapshot option enabled.


3. Create a NetWorker client resource, and assign it to the group that you created in 
step 2 .


4. Configure the NetWorker client resource by specifying All in the Save set field, and 
clearing the Backup command and Application information fields.


5. Perform a backup.


6. Use NMM to perform a full backup of application data.


The NetWorker Module for Microsoft Release 3.0 application specific user guides 
provide details about performing a full backup.


Using NetWorker for performing BMR
To support Windows BMR, NetWorker provides a bootable Windows BMR image that 
contains NetWorker binaries and a wizard to control the disaster recovery process.


The Windows Bare Metal Recovery to Physical or Virtual Computers section in the 
NetWorker Release 8.1 Administration Guide provides detailed information about how to 
use the NetWorker Windows BMR image to perform a BMR recovery on protected hosts 
and VMware virtual machines.


For all the Microsoft applications, after performing Windows disaster recovery and 
restarting the system, check all the disk and volume configurations. In most cases, the 
disks and volumes appear as on the original system. 
However, it is possible, especially in BMR scenarios, that the volume or disk signatures do 
not match the original ones, and the non-critical volumes or disks are offline and not 
mounted. Use the Microsoft Disk Manager to bring the volumes and disks online, and then 
restart the system for drive letter reassignments. If there are any issues with the drive 
letter reassignments, assign drive letters to the non-critical volumes and disks, as 
needed. Non-critical volumes that are accessed by mount points might have a similar 
issue.
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Bare Metal Recovery of Microsoft Active Directory

Active Directory
This section provides BMR backup and recovery procedures for Active Directory.


Backing up Active Directory for BMR


To back up Active Directory for BMR:


1. Create a backup group for Active Directory:


a. In the NetWorker Administrator window, click Configuration > right-click Groups > 
select New.


The Create Group dialog box appears.


b. In the Name field, specify the name of the backup group.


c. Click OK.


The backup group is created.


2. Create a client resource for Active Directory, and perform the backup:


a. In the NetWorker Administrator window, click Configuration > right-click Clients > 
select New.


The Create Client dialog box appears.


b. In the Name field, specify the name of the client resource.


c. Click OK.


The client resource is created.


d. Right-click the client and select Properties.


The Client Properties dialog box appears.


e. Under the General tab:


– In the Group list, select the group that you created in step 1 .


– In the Save set field, specify All.


f. Select the Apps & Modules tab.


g. Ensure that the Backup command and Application information fields are clear.


h. Specify other fields according to your requirements.


i. Click OK.


3. Perform the backup.
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BMR of Active Directory


To perform the BMR of Active Directory:


1. Perform the procedures that are mentioned in the Windows Bare Metal Recovery to 
Physical or Virtual Computers section in the NetWorker Release 8.1 Administration 
Guide.


2. Verify whether you can successfully log in as the domain administrator.


3. Verify whether all Active Directory objects are present in both Active Directory Users 
and Computers and Domain Name System management.
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Bare Metal Recovery of Microsoft SQL Server

SQL Server 2012 and 2008 R2
This section provides BMR backup and recovery procedures for SQL Server 2012 and 2008 
R2.


Backing up SQL Server 2012 or 2008 R2 for BMR


To back up SQL Server for BMR, first you should configure a SQL Server client resource.


Configuring an SQL Server client resource
You can create a client resource:


◆ “By using the Client Configuration Wizard” on page 24
◆ “By using the NetWorker Administrator program” on page 26


By using the Client Configuration Wizard


You should separately create a client resource for backing up the application data and the 
file system data which includes the DISASTER_RECOVERY: save set.


Creating a client resource for backing up the application data


The By using the Client Configuration Wizard section in the NetWorker Module for 
Microsoft for SQL VDI Release 3.0 User Guide provides information about creating a client 
resource for backing up the application data.


Creating a client resource for backing up the file system data


To create a client resource for backing up the file system data:


1. In the Administration window of the NetWorker Management Console, do one of the 
following:


• Click Configuration > Client Backup Configuration > New.


• Right-click the client and from the menu that appears, click Client Backup 
Configuration > New.


2. In the Specify the Client Name and Type page:


a. In the Client name field, specify the name of the client resource.


b. Select Traditional NetWorker Client.


c. Click Next.


The wizard automatically detects the applications that are installed on the client 
specified in the Specify the Client Name and Type page, and displays the list from 
which you can select the backup type.


3. In the Specify the Backup Configuration Type page:


a. From the Available Applications list, select Filesystem.


b. Click Next.
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4. In the Specify the Client Backup Options page: 


a. Select either a NetWorker volume pool or another target pool. If the Target Pool 
field is blank, the client will not be associated to any pool.


b. Under Deduplication, select one of the following options:


– None — If you have not set up data deduplication.


– Data Domain backup — If you are using a Data Domain device for data 
deduplication.


– Avamar deduplication backup — If you are using an Avamar device for data 
deduplication. After selecting this option, choose the Avamar node from the 
available list.


c. Click Next.


5. In the Select Files to Backup page:


a. Select the save sets that you want to back up. Selecting the DISASTER_RECOVERY: 
save set automatically selects the dependent drives for the backup.


b. Click Next.


6. In the Select the Client Properties page:


a. Select browse policy, retention policy, and backup schedule for the backup from 
the respective drop-down lists.


b. In the Client Comment field, specify a comment for the client resource.


c. Click Next.


7. In the Choose the Backup Group page, select one of the following options and click 
Next:


• Add to an existing group — Select a group from the existing list. Only groups with 
valid snapshot policies are available for selection.


After an existing group is selected, if a storage node is being used in your 
configuration setup, the Specify the Storage Node Options page appears.


• Create a new group — Perform the following:


– In the Group Name field, specify a name for the group.


– In the Client Retries field, either select or specify 0.


– In the Scheduled Backup Start Time field, specify the time at which the 
scheduled backup should start.


– Select Automatically start the backup at the scheduled time to start the backup 
automatically at the specified time.
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8. In the Specify the Storage Node Options page:


a. Under Backup Storage Nodes, select one of the following options and click Next:


– Backup to NetWorker server only — If you are not using a NetWorker storage 
node.


– Backup to the following storage nodes — If you are using a NetWorker storage 
node. Select the storage nodes.


b. Click Next.


9. In the Backup Configuration Summary page, review the details and click Create to 
create a client resource.


The Check Results page appears with the details about the client resource that has 
been created.


10. To verify the details of the client, select the client and view the Client Properties page 
in the NetWorker Management Console.


By using the NetWorker Administrator program


The procedures use the following SQL Server 2008 R2 configuration:


◆ SQL Server is installed on cluster volume P:\.
◆ The cluster quorum drive is E:\.
◆ All drives in the cluster are clustered except for the C:\ drive.


The procedures are applicable to 2012, 2008, and 2005 versions also, in a cluster 
environment.


To back up SQL Server 2008 R2 for BMR:


1. Create a backup group for SQL Server 2008 R2:


a. In the NetWorker Administrator window, click Configuration > right-click Groups > 
select New.


The Create Group dialog box appears.


b. In the Name field, specify the name of the backup group.


c. Click OK.


The backup group is created.


2. Create a client resource to back up the DISASTER_RECOVERY:\ save set on the active 
node:


a. In the NetWorker Administrator window, click Configuration > right-click Clients > 
select New.


The Create Client dialog box appears.


b. In the Name field, specify the name of the active node.


c. Click OK.


The client resource is created.
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d. Right-click the client and select Properties.


The Client Properties dialog box appears.


e. Under the General tab:


– In the Group list, select the group that you created in step 1 .


– In the Save set field, specify DISASTER_RECOVERY:\.


f. Specify other fields according to your requirements.


g. Click OK.


3. Perform the backup.


4. Perform step 2 and step 3 for the passive node.


5. Create a client resource with Windows cluster name to back up the All save set 
(quorum drive):


a. In the NetWorker Administrator window, click Configuration > right-click Clients > 
select New.


The Create Client dialog box appears.


b. In the Name field, specify the name of the Windows cluster.


c. Click OK.


The client resource is created.


d. Right-click the client and select Properties.


The Client Properties dialog box appears.


e. Under the General tab:


– In the Group list, select the group that you created in step 1 .


– In the Save set field, specify All.


f. Specify other fields according to your requirements.


g. Click OK.


6. Perform the backup.


7. Create a client resource with SQL virtual name to back up the All save set (SQL cluster 
drives):


a. In the NetWorker Administrator window, click Configuration > right-click Clients > 
select New.


The Create Client dialog box appears.


b. In the Name field, specify the SQL virtual name.


c. Click OK.


The client resource is created.


d. Right-click the client and select Properties.


The Client Properties dialog box appears.

SQL Server 2012 and 2008 R2 27







Bare Metal Recovery of Microsoft SQL Server

e. Under the General tab:


– In the Group list, select the group that you created in step 1 .


– In the Save set field, specify All.


f. Specify other fields according to your requirements.


g. Click OK.


8. Perform the backup.


9. Create a client resource with SQL virtual name to back up the SQL application data:


a. In the NetWorker Administrator window, click Configuration > right-click Clients > 
select New.


The Create Client dialog box appears.


b. In the Name field, specify the SQL virtual name.


c. Click OK.


The client resource is created.


d. Right-click the client and select Properties.


The Client Properties dialog box appears.


e. Under the General tab:


– In the Group list, select the group that you created in step 1 .


– In the Save set field, specify one of the following:


MSSQL: if the SQL instance is the default instance.


MSSQL$<instance name>: if the instance is a named instance.


where, instance name is the name of SQL instance.


f. Under the Apps & Modules tab, in the Backup command field, specify nsrsqlsv.


g. Specify other fields according to your requirements.


h. Click OK.


10. Create dummy client resources for the physical nodes of the cluster.


11. Perform the backup.
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BMR of SQL Server 2012 or 2008 R2


The BMR process recovers C: drive only. It does not recover the SQL data, the quorum and 
SQL cluster drives, and the system databases such as master, msdb, and model.


To perform the BMR of SQL Server 2008 R2:


1. Separately recover active and passive nodes by performing the procedures that are 
mentioned in the Windows Bare Metal Recovery to Physical or Virtual Computers 
section in the NetWorker Release 8.1 Administration Guide.


2. Recover the cluster quorum database:


a. After the active and passive nodes are up and running, ensure that the cluster 
disks are online on the active node in the Disk Management Console of the 
Windows User Interface (UI).


b. Add the quorum drive to Failover Cluster Management of the Cluster Configuration 
UI, as shown in Figure 1 on page 29.


Figure 1  Quorum drive configuration in Failover Cluster Management


c. Select the Storage node in Failover Cluster Management and ensure that the 
quorum disk is online as shown in Figure 2 on page 30.
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Figure 2  Quorum drive statistics on the Storage page in Failover Cluster Management


d. On the SQL Server active node, start the NetWorker User program.


e. Click Recover.


f. In the Source Client dialog box, select the source client with the Windows cluster 
name, and click OK.


g. In the Destination Client dialog box, select the destination client with the active 
node name, and click OK.


h. Select the quorum drive, and recover it.


3. Recover the SQL cluster drives:


a. Add the SQL drives to Failover Cluster Management of the Cluster Configuration UI, 
as shown in Figure 3 on page 30.


Figure 3  Adding SQL drives to Failover Cluster Management
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b. Ensure that the disk is online as shown in Figure 4 on page 31.


Figure 4  Viewing disk drive status in Failover Cluster Management


c. Configure the drive mount points between these drives to be the same as they 
were at the time of the backup.


d. On the SQL Server active node, start the NetWorker User program.


e. Click Recover.


f. In the Source Client dialog box, select the source client with the SQL virtual name, 
click OK.


g. In the Destination Client dialog box, select the destination client with the active 
node name, and click OK.


h. Select all the SQL cluster drives, and recover them.


4. Build the msdb and model databases:


a. Start the physical nodes of the cluster.


b. Ensure that you have the SQL Server installation software on the active node.


c. In the software, go to the folder where the SETUP file exists and run the following 
command:


Setup /QUIET/ACTION=REBUILDDATABASE/INSTANCENAME=<SQL 
Server instance 
name>/SQLSYSADMINACCOUNTS=<Domain\administrator 
username>/IAcceptSQLServerLicenseTerms
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5. In the Failover Cluster Management window of the Cluster Configuration UI, perform 
the following:


a. Open the SQL Server Properties dialog box.


b. Under the Dependencies tab, add all the SQL Server dependencies that you must 
bring online before bringing the SQL Server online. For example, any dependent 
cluster disk.


c. Bring the SQL virtual resources online.


d. Bring the SQL Server online.


e. Perform the failover and ensure that it is successful.


To rebuild databases on SQL Server 2012, go to 
http://msdn.microsoft.com/en-us/library/dd207003.aspx


To rebuild databases on SQL Server 2008, go to 
http://msdn.microsoft.com/en-us/library/ms144259(v=sql.100).aspx


To rebuild databases on SQL Server 2005, go to 
http://msdn.microsoft.com/en-us/library/ms144259(v=sql.90).aspx


6. Restore the databases by using the NetWorker User for SQL Server program:


a. Start the NetWorker User for SQL Server program, and connect to the SQL virtual 
server instance.


b. Browse for the backed up databases.


c. Select the databases and restore them.


SQL Server 2008 and 2005
This section provides BMR backup and recovery procedures for SQL Server 2008 and 2005 
in a standalone environment.


Backing up SQL Server 2008 or 2005 for BMR


To back up SQL Server for BMR, first you should configure a SQL Server client resource.


Configuring an SQL Server client resource
You can create a client resource:


◆ “By using the Client Configuration Wizard” on page 32
◆ “By using the NetWorker Administrator program” on page 33


By using the Client Configuration Wizard


Perform the procedures described in “By using the Client Configuration Wizard” on 
page 24.
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By using the NetWorker Administrator program


To back up SQL Server 2008 or 2005 for BMR:


1. Create a backup group for SQL Server 2008 or 2005:


a. In the NetWorker Administrator window, click Configuration > right-click Groups > 
select New.


The Create Group dialog box appears.


b. In the Name field, specify the name of the backup group.


c. Click OK.


The backup group is created.


2. Create a client resource to back up the DISASTER_RECOVERY:\ save set:


a. In the NetWorker Administrator window, click Configuration > right-click Clients > 
select New.


The Create Client dialog box appears.


b. In the Name field, specify the name of the client resource.


c. Click OK.


The client resource is created.


d. Right-click the client and select Properties.


The Client Properties dialog box appears.


e. Under the General tab:


– In the Group list, select the group that you have created in step 1 .


– In the Save set field, specify DISASTER_RECOVERY:\.


f. Select the Apps & Modules tab.


g. Ensure that the Backup command and Application information fields are clear.


h. Specify other fields according to your requirements.


i. Click OK.


3. Perform the backup.


4. Perform the All save set backup by using the NetWorker client.


5. For the backup group that you created in step 1 , do the following:


a. Right-click the backup group and select Properties.


The Group Properties - <backup group name> dialog box appears.


b. Select the Snapshot option.


c. Select the appropriate Snapshot Policy and Snapshot Pool from the respective 
lists.


d. Specify other fields according to your requirements.


e. Click OK.
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6. Create a client resource to back up the APPLICATIONS:\ SqlServerWriter save set:


a. Perform step a through step d of step 2 .


b. Under the General tab:


– In the Group list, select the group that you have created in step 1 .


– In the Save set field, specify APPLICATIONS:\ SqlServerWriter.


c. Under the Apps & Modules tab:


– In the Backup command field, specify nsrsnap_vss_save.


– In the Application information field, specify NSR_SNAP_TYPE=VSS.


d. Specify other fields according to your requirements.


e. Click OK.


7. Perform the backup.


BMR of SQL Server 2008 or 2005


The BMR process recovers C: drive only. It does not recover the SQL data, the quorum and 
SQL cluster drives, and the system databases such as master, msdb, and model.


To perform the BMR of SQL Server 2008:


1. Perform the procedures that are mentioned in the Windows Bare Metal Recovery to 
Physical or Virtual Computers section in the NetWorker Release 8.1 Administration 
Guide.


2. Start the NMM GUI.


3. Select the server and click Recover.


4. Under the APPLICATIONS save set, select SqlServerWriter.


5. Perform the recovery.


6. Restart the machine if prompted.


7. Ensure that the SQL Server service is started for the recovered instance.


8. To verify whether the databases are recovered, open SQL Management Studio and 
connect to the instance. The databases that belong to the instance appear.
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SharePoint Server 2013 and 2010
This section provides BMR backup and recovery procedures for SharePoint Server 2013 
and 2010.


Backing up SharePoint Server 2013 or 2010 for BMR


To back up SharePoint Server for BMR, first you should configure a SharePoint Server 
client resource.


Configuring a SharePoint Server client resource
You can create a client resource by using the NetWorker Administrator program.


Table 2 on page 36 provides the sample SharePoint farm configuration that is used in the 
procedures.


Backing up SharePoint Server 2010 includes backing up SQL Server, Web front-end server 
1, and Web front-end server 2.


Backing up SQL Server in a SharePoint Server 2010 environment


To back up SQL Server in a SharePoint environment for BMR:


1. Create the first backup group for the SQL Server:


a. In the NetWorker Administrator window, click Configuration > right-click Groups > 
select New.


The Create Group dialog box appears.


b. In the Name field, specify the name of the backup group.


c. Click OK.


The first backup group is created.


d. Right-click the backup group and select Properties.


The Group Properties - <backup group name> dialog box appears.


e. Do not select the Snapshot option.


f. Specify other fields according to your requirements.


g. Click OK.


Table 2 Sample SharePoint Server 2010 configuration


Components Operating system Application version Critical volume NetWorker build


SQL Server Windows Server 
2008 R2 SP1


SQL Server 2008 R2 
SP1


• SQL application is installed on the C: drive.
• Databases reside on the C: drive.


NetWorker 8.1


Web front-end 
server 1


Windows Server 
2008 R2 SP1


SharePoint Server 
2010 SP1


SharePoint Server 2010 Application is installed 
on C: drive.


NetWorker 8.1


Web front-end 
server 2


Windows Server 
2008 R2 SP1


SharePoint 
Server2010 SP1


SharePoint Application is installed on the E: drive. 
So, the critical volumes are the C: and E: drives.


NetWorker 8.1
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2. Create the first client resource for the SQL Server:


a. In the NetWorker Administrator window, click Configuration > right-click Clients > 
select New.


The Create Client dialog box appears.


b. In the Name field, specify the name of the client resource.


c. Click OK.


The first client resource is created.


d. Right-click the client and select Properties.


The Client Properties dialog box appears.


e. Under the General tab:


– Ensure that the Scheduled backup option is selected.


– In the Group list, select the group that you created in step 1 .


– In the Save set field, specify DISASTER_RECOVERY:\.


f. Specify other fields according to your requirements.


g. Click OK.


3. Perform the backup.


4. Create the second backup group for the SQL Server:


a. Perform step a through step d of step 1 .


b. Select the Snapshot option.


c. Specify other fields according to your requirements.


d. Click OK.


5. Create the second client resource for the SQL Server:


a. Perform step a through step d of step 2 .


b. Under the General tab:


– Ensure that the Scheduled backup option is selected.


– In the Group list, select the group that you created in step 4 .


– In the Save set field, specify APPLICATIONS:\SqlServerWriter.


c. Select the Apps & Modules tab.


d. In the Backup command field, specify nsrsnap_vss_save.


e. In the Application information field, specify NSR_SNAP_TYPE=vss.


f. Specify other fields according to your requirements.


g. Click OK.


6. Perform the backup.
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Backing up web front-end server 1


To perform the BMR backup of web front-end server 1:


1. Create the first backup group for the web front-end server 1:


a. Perform step a through step d of step 1 in “Backing up SQL Server in a SharePoint 
Server 2010 environment” on page 36.


b. Do not select the Snapshot option.


c. Specify other fields according to your requirements.


d. Click OK.


2. Create the first client resource for the web front-end server 1:


a. Perform step a through step d of step 2 in “Backing up SQL Server in a SharePoint 
Server 2010 environment” on page 36.


b. Under the General tab:


– In the Group list, select the group that you created in step 1 .


– In the Save set field, specify DISASTER_RECOVERY:\.


c. Specify other fields according to your requirements.


d. Click OK.


3. Perform the backup.


4. Create the second backup group for the web front-end server 1:


a. Perform step a through step d of step 1 in “Backing up SQL Server in a SharePoint 
Server 2010 environment” on page 36.


b. Select the Snapshot option.


c. Specify other fields according to your requirements.


d. Click OK.


5. Create the second client resource for the web front-end server 1:


a. Perform step a through step d of step 2 in “Backing up SQL Server in a SharePoint 
Server 2010 environment” on page 36.


b. Under the General tab:


– In the Group list, select the group that you created in step 4 .


– In the Save set field, specify APPLICATIONS:\Microsoft Office SharePoint 
Services.


c. Select the Apps & Modules tab.


d. In the Backup command field, specify nsrsnap_vss_save.


e. Specify other fields according to your requirements.


f. Click OK.


6. Perform the backup.
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Backing up web front-end server 2


To perform the BMR backup of web front-end server 2, perform step 1 through step 6 in 
“Backing up web front-end server 1” on page 38.


BMR of SharePoint Server 2013 or 2010


The following sections describe the recovery procedures for SQL Server, web front-end 
server 1, and web front-end server 2.


Recovering SQL Server in a SharePoint 2010 environment
To perform BMR of SQL Server in a SharePoint environment:


1. Perform the procedures that are mentioned in the Windows Bare Metal Recovery to 
Physical or Virtual Computers section in the NetWorker Release 8.1 Administration 
Guide.


2. After SQL Server restarts, do the following:


a. Start the NMM GUI.


b. Select the server, and click Recover.


c. In the APPLICATIONS save set, select SqlServerWriter.


d. Perform the recovery.


e. Restart the machine if prompted.


f. Start the SQL Server service, and verify whether all instances are running.


Recovering the web front-end servers
To perform the BMR of web front-end servers:


1. Perform the procedures that are mentioned in the Windows Bare Metal Recovery to 
Physical or Virtual Computers section in the NetWorker Release 8.1 Administration 
Guide.


2. After web front-end server restarts, do the following:


a. Start the NMM GUI.


b. Select the server, and click Recover to recover the SharePoint configuration data.


Recover any other backed up file system drives by using the NetWorker client. 
Ensure that the DISASTER_RECOVERY:\ save set is visible in the NetWorker client 
UI.


c. Restart the machine if prompted.


d. In the APPLICATIONS save set, select the SharePoint save sets, and perform the 
recovery.


e. Restart the machine if prompted.
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SharePoint Server 2007
This section provides BMR backup and recovery procedures for SharePoint Server 2007.


Backing up SharePoint Server 2007 for BMR


To back up SharePoint Server 2007 for BMR, first you should configure a SharePoint Server 
client resource.


Configuring a SharePoint Server client resource
You can create a client resource by using the NetWorker Administrator program.


The procedures use the following SharePoint Server 2007 configuration on Windows 2008 
R2:


◆ The target machine is configured with four processors and 8 GB of RAM.


◆ The environment is configured with a single NIC.


◆ Windows 2008 R2 SP1 and updates are installed on the C:\ drive.


◆ The snapshot policy is 1\0\day\All (RolloverOnly policy).


◆ The NetWorker client performs the BMR backup by using non-snapshot.


◆ The NMM client backs up the following save sets by using the VSS writer based 
snapshot:


• APPLICATIONS:\Microsoft Office SharePoint Services
• APPLICATIONS:\SQLServerWriter


To back up SharePoint Server 2007 for BMR:


1. Create a backup group for the SharePoint Server:


a. In the NetWorker Administrator window, click Configuration > right-click Groups > 
select New.


The Create Group dialog box appears.


b. In the Name field, specify the name of the backup group.


c. Click OK.


The backup group is created.


d. Right-click the backup group and select Properties.


The Group Properties - <backup group name> dialog box appears.


– Select the Snapshot option.
– In the Snapshot Policy field, specify either 11dayAll or 10dayAll.


e. Specify other fields according to your requirements.


f. Click OK.
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2. Create a client resource to back up the APPLICATIONS:\Microsoft Office SharePoint 
Services save set:


a. In the NetWorker Administrator window, click Configuration > right-click Clients > 
select New.


The Create Client dialog box appears.


b. In the Name field, specify the name of the client resource.


c. Click OK.


The client resource is created.


d. Right-click the client and select Properties.


The Client Properties dialog box appears.


e. Under the General tab:


– In the Group list, select the group that you created in step 1 .


– In the Save set field, specify APPLICATIONS:\Microsoft Office SharePoint 
Services.


f. Specify other fields according to your requirements.


g. Click OK.


3. Perform the backup on all machines in the SharePoint environment.


4. Create a client resource to back up the APPLICATIONS:\SqlServerWriter save set:


a. Perform step a through step d of step 2 .


b. Under the General tab:


– In the Group list, select the group that you created in step 1 .
– In the Save set field, specify APPLICATIONS:\SqlServerWriter.


c. Specify other fields according to your requirements.


d. Click OK.


5. Perform the backup on all machines in the SharePoint environment.


6. Create a client resource to back up a non-critical volume:


a. Perform step a through step d of step 2 .


b. Under the General tab:


– In the Group list, select the group that you created in step 1 .


– In the Save set field, specify a volume other than critical volumes, for example, 
D:\.


c. Specify other fields according to your requirements.


d. Click OK.


7. Perform the backup on all machines in the SharePoint environment.
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8. Create a client resource to back up the DISASTER_RECOVERY:\ save set:


a. Perform step a through step d of step 2 .


b. Under the General tab:


– In the Group list, select the group that you created in step 1 .
– In the Save set field, specify DISASTER_RECOVERY:\.


c. Specify other fields according to your requirements.


d. Click OK.


9. Perform the backup on all machines in the SharePoint environment.


BMR of SharePoint Server 2007


To perform the BMR of SharePoint Server 2007:


1. Perform the procedures that are mentioned in the Windows Bare Metal Recovery to 
Physical or Virtual Computers section in the NetWorker Release 8.1 Administration 
Guide.


2. After the machine restarts, do the following:


a. Start the NMM GUI.


b. Select the server and click Recover.


c. Select the following save sets:


– APPLICATIONS:\SqlServerWriter
– APPLICATIONS:\Microsoft Office SharePoint Services


d. Perform the recovery.


e. Restart the machine if prompted.
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Exchange Server 2013
This section provides BMR backup and recovery procedures for Exchange Server 2013.


Backing up Exchange Server 2013 for BMR


To back up Exchange Server 2013 for BMR, first you should configure an Exchange Server 
client resource.


Configuring an Exchange Server client resource
You can create a client resource:


◆ “By using the Client Configuration Wizard” on page 44
◆ “By using the NetWorker Administrator program” on page 44


By using the Client Configuration Wizard


You should separately create a client resource for backing up the application data and the 
file system data which includes the DISASTER_RECOVERY: save set.


Creating a client resource for backing up the application data


The Create a client resource using the Client Configuration Wizard section in the NetWorker 
Module for Microsoft for Exchange Server VSS Release 3.0 User Guide provides 
information about creating a client resource for backing up the application data.


Creating a client resource for backing up the file system data


“Creating a client resource for backing up the file system data” on page 24 provides 
information about creating a client resource for backing up the file system data.


By using the NetWorker Administrator program


Figure 5 on page 44 illustrates the sample configuration that is used in the procedures.


Create two client resources for the Database Availability Group (DAG) node as shown in 
Figure 5 on page 44. One client resource is used for backing up the system data (critical 
volumes) and the other is used for backing up the application data (non-critical volumes).


Figure 5  Sample configuration for BMR backups of Exchange Server 2013


To back up Exchange Server 2013 for BMR:


1. Create a backup group for system backup:


a. In the NetWorker Administrator window, click Configuration > right-click Groups > 
select New.


The Create Group dialog box appears.


b. In the Name field, specify the name of the backup group.
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c. Click OK.


The backup group is created.


d. Right-click the backup group and select Properties.


The Group Properties - <backup group name> dialog box appears.


e. Do not select the Snapshot option.


f. Select the appropriate Snapshot Policy and Snapshot Pool from the respective 
lists.


g. Specify other fields according to your requirements.


h. Click OK.


2. Create a client resource for system backup:


a. In the NetWorker Administrator window, click Configuration > right-click Clients > 
select New.


The Create Client dialog box appears.


b. In the Name field, specify the name of the client resource.


c. Click OK.


The client resource is created.


d. Right-click the client and select Properties.


The Client Properties dialog box appears.


e. Under the General tab:


– In the Group list, select the group that you created for system backup.


– In the Save set field, specify All.


f. Under the Apps & Modules tab, ensure that the Backup command and Application 
information fields are empty.


g. Specify other fields according to your requirements.


h. Click OK.


3. Back up the system data.


4. Ensure that the backup successfully completes.


5. Create a backup group for application backup:


a. Perform step a through step d of step 1 .


b. Select the Snapshot option.


c. Select the appropriate Snapshot Policy and Snapshot Pool from the respective 
lists.


d. Specify other fields according to your requirements.


e. Click OK.
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6. Create a client resource for application backup:


a. Perform step a through step d of step 2 .


b. Under the General tab:


– In the Group list, select the group that you created for application backup.


– In the Save set field, specify the save set. For example, 
APPLICATIONS:\Microsoft Exchange 2013.


c. Select the Apps & Modules tab.


– In the Backup command field, specify nsrsnap_vss_save.


– In the Application information field, specify the following:


NSR_SNAP_TYPE=vss


NSR_ALT_PATH=<C:\Temp location>


NSR_EXCH2010_BACKUP=<Active/Passive/All > or 
NSR_EXCH_BACKUP=<Active/Passive/All >


NSR_EXCH2010_DAG=<Dag Client Instance> or NSR_EXCH_DAG=<Dag Client 
Instance>


d. Specify other fields according to your requirements.


e. Click OK.


7. Back up the application data.


8. Ensure that the backup successfully completes.


BMR of Exchange Server 2013


To perform BMR of Exchange Server 2013:


1. Perform the procedures that are mentioned in the Windows Bare Metal Recovery to 
Physical or Virtual Computers section in the NetWorker Release 8.1 Administration 
Guide.


2. If Exchange Server 2013 is installed on a drive other than the system drive, use the 
NetWorker client to recover the drive. During the recovery, if the Naming Conflict dialog 
box appears as shown in Figure 6 on page 47, select Rename the Recover File and 
click OK.
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Figure 6  Naming conflict


3. After the recovery is completed, restart the machine to start all the Exchange services.


4. After the machine restarts, ensure that you have:


a. Properly restored all the critical volumes.


b. Created all non-critical volumes with the exact drive letters that were assigned 
before the disaster.


c. Selected a database and performed recovery.


d. Successfully mounted the database after the recovery, and checked whether all 
emails are successfully recovered.


If the database is not mounted, run the following command to mount it:


mount-database -identity <database name> -force


Exchange Server 2010
This section provides BMR backup and recovery procedures for Exchange Server 2010.


Backing up Exchange Server 2010 for BMR


To back up Exchange Server 2010 for BMR, first you should configure an Exchange Server 
client resource.


Configuring an Exchange Server client resource
You can create a client resource:


◆ “By using the Client Configuration Wizard” on page 48
◆ “By using the NetWorker Administrator program” on page 48
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By using the Client Configuration Wizard


Perform the procedures described in “By using the Client Configuration Wizard” on 
page 44.


By using the NetWorker Administrator program


Figure 7 on page 48 illustrates the sample configuration that is used in the procedures.


Create two client resources for the Database Availability Group (DAG) node as shown in 
Figure 7 on page 48. One client resource is used for backing up the system data (critical 
volumes) and the other is used for backing up the application data (non-critical volumes).


Figure 7  Sample configuration for BMR backups of Exchange Server 2010


To back up Exchange Server 2010 for BMR:


1. Create a backup group for system backup:


a. In the NetWorker Administrator window, click Configuration > right-click Groups > 
select New.


The Create Group dialog box appears.


b. In the Name field, specify the name of the backup group.


c. Click OK.


The backup group is created.


d. Right-click the backup group and select Properties.


The Group Properties - <backup group name> dialog box appears.


e. Do not select the Snapshot option.


f. Select the appropriate Snapshot Policy and Snapshot Pool from the respective 
lists.


g. Specify other fields according to your requirements.


h. Click OK.


2. Create a client resource for system backup:


a. In the NetWorker Administrator window, click Configuration > right-click Clients > 
select New.


The Create Client dialog box appears.


b. In the Name field, specify the name of the client resource.


c. Click OK.


The client resource is created.
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d. Right-click the client and select Properties.


The Client Properties dialog box appears.


e. Under the General tab:


– In the Group list, select the group that you created for system backup.


– In the Save set field, specify DISASTER_RECOVERY:\.


If Exchange Server 2010 is installed on a drive other than the system drive on 
Windows Server 2012, specify the drive letter also. For example, E:\.


f. Under the Apps & Modules tab, ensure that the Backup command and Application 
information fields are empty.


g. Specify other fields according to your requirements.


h. Click OK.


3. Back up the system data.


4. Ensure that the backup successfully completes.


5. Create a backup group for application backup:


a. Perform step a through step d of step 1 .


b. Select the Snapshot option.


c. Select the appropriate Snapshot Policy and Snapshot Pool from the respective 
lists.


d. Specify other fields according to your requirements.


e. Click OK.


6. Create a client resource for application backup:


a. Perform step a through step d of step 2 .


b. Under the General tab:


– In the Group list, select the group that you created for application backup.


– In the Save set field, specify the save set. For example, 
APPLICATIONS:\Microsoft Exchange 2010.


c. Select the Apps & Modules tab.


– In the Backup command field, specify nsrsnap_vss_save.


– In the Application information field, specify the following:


NSR_SNAP_TYPE=vss


NSR_ALT_PATH=<C:\Temp location>


NSR_EXCH2010_BACKUP=<Active / Passive / All >


NSR_EXCH2010_DAG=<Dag Client Instance>


d. Specify other fields according to your requirements.


e. Click OK.
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7. Back up the application data.


8. Ensure that the backup successfully completes.


BMR of Exchange Server 2010


To perform BMR of Exchange Server 2010:


1. Perform the procedures that are mentioned in the Windows Bare Metal Recovery to 
Physical or Virtual Computers section in the NetWorker Release 8.1 Administration 
Guide.


2. After the machine restarts, ensure that you have:


a. Properly restored all the critical volumes.


b. Created all non-critical volumes with the exact drive letters that were assigned 
before the disaster.


c. Selected a database and performed recovery.


d. Successfully mounted the database after the recovery, and checked whether all 
emails are successfully recovered.


If the database is not mounted, manually mount it by running the following 
command:


mount-database -identity <database name> -force


Exchange Server 2007
This section provides BMR backup and recovery procedures for Exchange Server 2007.


Backing up Exchange Server 2007 for BMR


To back up Exchange Server 2007 for BMR, first you should configure an Exchange Server 
client resource.


Configuring an Exchange Server client resource
You can create a client resource:


◆ “By using the Client Configuration Wizard” on page 50
◆ “By using the NetWorker Administrator program” on page 50


By using the Client Configuration Wizard


Perform the procedures described in “By using the Client Configuration Wizard” on 
page 44.


By using the NetWorker Administrator program


Figure 8 on page 51 illustrates the sample CCR configuration that is used in the 
procedures.
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Figure 8  Sample configuration for BMR backups of Exchange Server 2007 SP3 Rollup5


In this sample configuration:


◆ The client instance Exchnode2 is a physical node.


◆ The Exchange Virtual Server instance Exch2k7Virtual is active on the Exchnode2 
physical node.


◆ The client instance Exchnode1 is a passive node.


To back up Exchange Server 2007 for BMR:


1. Create a backup group to back up critical volumes on the active node:


a. In the NetWorker Administrator window, click Configuration > right-click Groups > 
select New.


The Create Group dialog box appears.


b. In the Name field, specify the name of the backup group.


c. Click OK.


The backup group is created.


d. Right-click the backup group and select Properties.


The Group Properties - <backup group name> dialog box appears.


e. Do not select the Snapshot option.


f. Select the appropriate Snapshot Policy and Snapshot Pool from the respective 
lists.


g. Specify other fields according to your requirements.


h. Click OK.


2. Create a client resource for the backup group to back up critical volumes on the active 
node:


a. In the NetWorker Administrator window, click Configuration > right-click Clients > 
select New.


The Create Client dialog box appears.


b. In the Name field, specify the name of the client resource.


c. Click OK.


The client resource is created.


d. Right-click the client and select Properties.


The Client Properties dialog box appears.
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e. Under the General tab.


– In the Group list, select the group that you created to back up critical volumes 
on the active node.


– In the Save set field, specify DISASTER_RECOVERY:\.


f. Specify other fields according to your requirements.


g. Click OK.


3. Perform the backup.


4. Perform step 1 to create a backup group to back up critical volumes on the passive 
node.


5. Perform step 2 to create a client resource for the backup group to back up critical 
volumes on the passive node.


6. Perform the backup.


7. Create a backup group for the Exchange virtual server instance to perform Exchange 
Server 2007 Writer-Level backups on the active node client instance.


a. Perform step a through step d of step 1 .


b. Select the Snapshot option.


c. Specify other fields according to your requirements.


d. Click OK.


8. Create the Exchange virtual server active node client instance:


a. Perform step a through step d of step 2 .


b. Under the General tab.


– In the Group list, select the group that you created to back up the Exchange 
virtual server instance on the active node.


– In the Save set field, specify Applications:\Microsoft Exchange 2007.


c. Select the Apps & Modules tab.


– In the Backup command field, specify nsrsnap_vss_save.


– In the Application information field, specify the following:


NSR_SNAP_TYPE=vss


NSR_ALT-Path=C:\RM_MountPOINT


NSR_VIRT_SERV=Exch2k7Virtual


NSR_INDEX_CLIENT=Exch2k7Virtual


d. Specify other fields according to your requirements.


e. Click OK.


9. Perform the backup.
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10. Perform step 7 to create a backup group for the Exchange virtual server instance to 
perform Exchange Server 2007 Writer-Level backups on the passive node client 
instance.


11. Create the Exchange virtual server passive node client instance:


a. Perform step a and step b of step 8 .


b. Select the Apps & Modules tab.


– In the Backup command field, specify nsrsnap_vss_save.


– In the Application information field, specify the following:


NSR_SNAP_TYPE=vss


NSR_ALT-Path=C:\RM_MountPOINT


c. Specify other fields according to your requirements.


d. Click OK.


12. Perform the backup.


BMR of Exchange Server 2007


To perform BMR of Exchange Server 2007:


1. Perform the procedures that are mentioned in the Windows Bare Metal Recovery to 
Physical or Virtual Computers section in the NetWorker Release 8.1 Administration 
Guide for the passive node client machine. Repeat these steps for the active node 
client machine.


2. After both the machines restart, do the following:


a. Create partitions, and provide the same drive letters to the non-critical volumes 
where Exchange logs and databases existed.


b. On the current active node, start the NMM GUI.


c. Go to Recover > Exchange Recover Session > Database Recover.


If the database is not mounted, manually mount it by running the following 
command:


mount-database -identity <database name> -force


d. Select the storage groups, and perform the conventional point-in-time recovery to 
bring the Exchange storage groups back online. The NetWorker Module for 
Microsoft Release 3.0 Administration Guide provides information on conventional 
point-in-time recovery.
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Bare Metal Recovery of Microsoft Hyper-V


This chapter includes the following section:


◆ Hyper-V...................................................................................................................  56
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Hyper-V
This section provides BMR backup and recovery procedures for Hyper-V CSV and non-CSV.


Backing up Hyper-V for BMR


To back up Hyper-V for BMR, first you should configure a Hyper-V client resource.


Configuring an Hyper-V client resource
You can create a client resource:


◆ “By using the Client Configuration Wizard” on page 56
◆ “By using the NetWorker Administrator program” on page 56


By using the Client Configuration Wizard


You should separately create a client resource for backing up the application data and the 
file system data which includes the DISASTER_RECOVERY: save set.


Creating a client resource for backing up the application data


The By using the Client Configuration Wizard section in the NetWorker Module for 
Microsoft for Hyper-V VSS Release 3.0 User Guide provides information about creating a 
client resource for backing up the application data.


Creating a client resource for backing up the file system data


“Creating a client resource for backing up the file system data” on page 24 provides 
information about creating a client resource for backing up the file system data.


By using the NetWorker Administrator program


The procedures use the following sample Hyper-V configuration on a Windows server:


◆ Physical Node1: nmm-csv-node1


◆ Physical Node2: nmm-csv-node2


◆ Virtual Server: nmm-csv-cluster


To back up Hyper-V for BMR:


1. Create a backup group for Hyper-V:


a. In the NetWorker Administrator window, click Configuration > right-click Groups > 
select New.


The Create Group dialog box appears.


b. In the Name field, specify the name of the backup group.


c. Click OK.


The backup group is created.
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2. Create a client resource to backup the Hyper-V application data that is hosted in the 
non-CSV volumes:


a. In the NetWorker Administrator window, click Configuration > right-click Clients > 
select New.


The Create Client dialog box appears.


b. In the Name field, specify the name of the physical node.


c. Click OK.


The client resource is created.


d. Right-click the client and select Properties.


The Client Properties dialog box appears.


e. Under the General tab:


– In the Group list, select the group that you created in step 1 .


– In the Save set field, specify APPLICATIONS:\Microsoft Hyper-V.


f. Specify other fields according to your requirements.


g. Click OK.


3. Perform the backup on all Hyper-V cluster nodes.


4. Create a client resource to backup the Hyper-V application data that is hosted in the 
CSV volumes:


a. In the NetWorker Administrator window, click Configuration > right-click Clients > 
select New.


The Create Client dialog box appears.


b. In the Name field, specify the name of the virtual node.


c. Click OK.


The client resource is created.


d. Right-click the client, and select Properties.


The Client Properties dialog box appears.


e. Under the General tab:


– In the Group list, select the group that you created in step 1 .


– In the Save set field, specify APPLICATIONS:\Microsoft Hyper-V.


f. Specify other fields according to your requirements.


g. Click OK.


5. Perform the backup.


Only the virtual machines that are hosted in the CSV that is registered in the Cluster 
Manager are backed up.
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6. Create a client resource to backup the non-critical volumes:


a. Perform step a through step d of step 2 .


b. Under the General tab:


– In the Group list, select the group that you created in step 1 .


– In the Save set field, specify a volume other than critical volumes, for example, 
D:\.


c. Specify other fields according to your requirements.


d. Click OK.


7. Perform the backup on all Hyper-V cluster nodes.


8. Create a client resource to backup the All save set:


a. Perform step a through step d of step 2 .


b. Under the General tab:


– In the Group list, select the group that you created in step 1 .


– In the Save set field, specify All.


c. Specify other fields according to your requirements.


d. Click OK.


9. Perform the backup on all Hyper-V cluster nodes.


BMR of Hyper-V


To perform the BMR of Hyper-V:


1. Perform the procedures that are mentioned in the Windows Bare Metal Recovery to 
Physical or Virtual Computers section in the NetWorker Release 8.1 Administration 
Guide.


After the recovery, you observe the following:


• The status of Hyper-V VMs are either Pending or Failed, as shown in Figure 9 on 
page 58.


Figure 9  Status of Hyper-V VMs in Failover Cluster Manager


• The quorum, CSV, and non-CSV volumes appear as shown in Figure 10 on page 59, 
but no disks are associated to them.
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Figure 10  Storage details in Failover Cluster Manager


2. Reconfigure quorum and cluster storage (CSV and non-CSV volumes) as shown in 
Figure 11 on page 60:


a. Create or configure the quorum, CSV and non-CSV shared volumes.


b. Ensure that the drive letters for quorum and non-CSV (shared volume) are 
documented and used here.


c. Ensure that the CSV volume name is also configured the same as the original.
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Figure 11  Reconfiguring quorum and cluster storage


From Figure 11 on page 60:


• Q:\ drive is configured for quorum.
• H:\ drive is a shared cluster disk and hosts the non-CSV volume.
• Cluster disk-1 and Cluster disk-2 are configured as CSV volumes.


3. Recover all Hyper-V cluster nodes by using the NMM client.


4. Reconfigure the VMs with the Pending or Failed status.


5. Recover the Hyper-V VMs that are hosted in the CSV volumes as shown in Figure 12 on 
page 60 with the virtual node as the client resource, by using the NMM client.


Figure 12  Recovering VMs in CSV volumes


6. Recover the Hyper-V VMs that are hosted in the non-CSV volumes as shown in 
Figure 13 on page 61 with the physical node as the client resource, by using the NMM 
client.
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Figure 13  Recovering VMs in non-CSV volumes
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Overview
Microsoft System Center Virtual Machine Manager (VMM) is a virtualization central 
management solution for enterprises and data centers. VMM unifies management of 
physical and virtual machines from a central management console. VMM leverages 
Microsoft Windows Server technology to provide Performance and Resource Optimization 
(PRO), which enables physical server consolidation, virtual infrastructure management, 
and rapid virtual machine provisioning.


VMM is a distributed-system architecture which comprises the following components:


◆ VMM server


◆ VMM database


◆ VMM Windows PowerShell cmdlet interface


◆ VMM Administrator Console


◆ VMM library


◆ Managed virtualization hosts


◆ VMM Self-Service Portal


◆ Managed virtualization managers 


◆ System Center Operations Manager management packs for monitoring, reporting, and 
PRO


All VMM installations include these components which can be set up on the same or 
different Windows servers to produce the distributed architecture nature of VMM. 
Microsoft documentation provides more information about each of these components.


The following are the key components of VMM that you must back up and recover for 
ensuring a protected VMM environment:


◆ VMM server — The VMM server is the central component of any VMM deployment and 
contains the core Windows service that includes the VMM engine.


◆  VMM database — The VMM database can reside on the VMM server or on a remote 
database server. Regularly saving the VMM database is recommended for quick 
recovery of the VMM environment.


◆ VMM library — The VMM library is one file server or multiple file servers with file 
shares that index specific file types used by VMM. The VMM library shares include 
VHD, VMDK, ISO, PS1, INF, VFD, FLP, and XML files in addition to stored virtual 
machines.


The following sections provide more information about the backup and recovery of these 
VMM components with NMM and NetWorker.
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Virtual Machine Manager server
This section provides BMR backup and recovery procedures for a VMM server.


Backing up VMM server for BMR


The VMM server relies completely on the VMM database to store data. The VMM database 
uses the machine account to encrypt that data.


A full backup of the VMM server host is required to ensure that:


◆ The same machine account is available to interact with the VMM database after 
recovery. 


◆ All virtual machine hosts are still associated with and able to communicate with the 
VMM server.


◆ Any communication certificates can be restored so that existing agents will continue to 
work as expected.


The VMM server is best protected by creating a NetWorker Windows BMR backup in 
combination with an NMM backup of local file systems and application-specific data, such 
as data associated with Hyper-V Server, SQL Server, or SharePoint Server. The advantage 
of a Windows BMR backup and recovery capability for a VMM server is that the backup 
includes the system state. When restored, the system state will also restore the computer 
security identifier (SID) that uniquely identifies the computer to the network. The 
computer-restored SID lets the VMM server interact quickly and easily with any existing 
VMM database, VMM library, and managed servers without extra post-restore operations. 
The Windows BMR backup also captures the VMM authorization data file when protecting 
the critical system drive. This file is stored at %ProgramData%\Microsoft\Virtual Machine 
Manager\HyperVAuthStore.xml.


To perform a Windows BMR backup of the VMM server:


1. Use the NetWorker client to back up the VMM server non-application files by 
specifying the All save set. This setting enables the backup of the local file systems 
and the DISASTER_RECOVERY:\ save set of the VMM server.


To configure a NetWorker client resource by using the client configuration wizard, 
perform the procedures mentioned in “By using the Client Configuration Wizard” on 
page 24.


2. Use an NMM client resource specification to perform a full backup of any application 
data on the VMM server.


BMR of VMM server


To perform BMR of VMM server, perform the procedures that are mentioned in the 
Windows Bare Metal Recovery to Physical or Virtual Computers section in the NetWorker 
Release 8.1 Administration Guide.
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Virtual Machine Manager library
This section provides BMR backup and recovery procedures for a VMM library.


Backing up VMM library for BMR


A VMM library is a catalog of resources that allows you to store objects that are not 
running or associated with a host. The library contains files stored on library shares, as 
well as templates, operating system profiles, and hardware profiles.


To back up and recover a VMM library server, use the NMM backup and recovery 
techniques for Windows files servers. In addition, regularly protect the VMM library server 
machines with Windows BMR for a disaster recovery scenario.


To perform a Windows BMR backup of the VMM library, use the NetWorker client to back 
up the VMM library by specifying the All save set. This setting enables the backup of the 
local file systems and the DISASTER_RECOVERY:\ save set of the VMM library.


To configure a NetWorker client resource by using the client configuration wizard, perform 
the procedure mentioned in “By using the Client Configuration Wizard” on page 24.


BMR of VMM library


To perform BMR of VMM library:


1. Perform the procedures that are mentioned in the Windows Bare Metal Recovery to 
Physical or Virtual Computers section in the NetWorker Release 8.1 Administration 
Guide.


2. After the file share directories are recovered, adjust the VMM Library Refresher interval 
or manually trigger the Library Refresher to enable VMM to refresh the content of the 
file server share into VMM.


The VMM Administrator Console embedded help describes how to set the Library 
Refresher interval or do a manual refresh.


Virtual Machine Manager database
This section provides BMR backup and recovery procedures for a VMM database.


Backing up VMM database for BMR


A VMM database is a SQL Server database that contains all the configuration information 
for VMM. Give the highest priority to protecting the VMM database. In addition, regularly 
protect the VMM database server machine with Windows BMR for a disaster recovery 
scenario.
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The default installation of VMM uses Windows Internal Database (WID), a version of 
Microsoft SQL Express, on the same host as the VMM server. The database name is 
MICROSOFT$VMM$\Virtual Manager DB. However, the VMM database can also reside on 
an existing Microsoft SQL Server Standard or SQL Server Enterprise server if the user 
wishes. To find out the location of the database configured for VMM, inspect the Registry 
values entries under the HKEY_LOCAL_MACHINE\SOFTWARE\Microsoft\Microsoft System 
Center Virtual Machine Manager Server\Settings\Sql key.


NMM 3.0 clients provide support for the backup and restore of SQL databases.


To back up the VMM database that is part of a SQL Server installation:


◆ Configure an NMM SQL Server client resource for the system with the VMM database


◆ Include the VMM databases when scheduling a backup.


◆ In the client resource Save Set attribute, specify the VMM database. The entire SQL 
Server can be saved or named instances and individual databases can be saved.


The NetWorker Module for Microsoft for SQL VDI Release 3.0 User Guide provides 
information about protecting a SQL server.


BMR of VMM database


To perform BMR of VMM database, perform the procedures that are mentioned in the 
Windows Bare Metal Recovery to Physical or Virtual Computers section in the NetWorker 
Release 8.1 Administration Guide.


If you only back up and recover the VMM database, then remember to use the same 
instance of the VMM server component for the restore. This is important to reduce VMM 
post -restore steps. Consult the Microsoft VMM documentation for more information.


You must manually stop and disable the VMM Windows service before restoring the VMM 
database. After restoring the database, manually enable and start the service again. After 
the VMM database is recovered and the VMM Windows service is restarted, VMM will 
synchronize the database with the VMM server and VMM library computers. 


In general, you must reapply any changes that you made to your VMM environment 
between the time of the backup and the restore. For example, you must recreate any 
templates that you created in VMM after taking the backup that you use for the restore.


Before you recover a SQL database, verify all SQL services are up and running. If you are 
performing a SQL Server recovery as part of a disaster recovery scenario, see “Bare Metal 
Recovery of Microsoft SQL Server” on page 23.
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Virtual Machine Manager environment
Because there are interdependencies between VMM components, use the following 
workflow to restore an entire VMM environment for a disaster recovery: 


1. Recover the library file server:


a. If required, restore the physical VMM library file server with a Windows BMR save 
set.


b. Use the NetWorker client file system plug-in to restore the file system shared as the 
VMM library.


2. Recover the VMM database:


a. If required, restore the physical SQL server with a Windows BMR save set.


b. If the VMM host is already active, stop the VMM services.


c. Use the NMM GUI SQL plug-in to restore the VMM database.


d. If the VMM services are stopped, restart them.


3. Recover the VMM host.


4. After the operating system and VMM server are stable, follow Microsoft 
documentation to perform the required post-recovery VMM steps.


Protecting data on Hyper-V virtual machines
It is a best practice to frequently back up data that often changes, such as the data on the 
virtual machines managed by VMM. NMM fully supports the Microsoft Hyper-V VSS writer 
to protect Hyper-V virtual machines. The NetWorker Module for Microsoft for Hyper-V VSS 
Release 3.0 User Guide provides information on backing up of your environment’s virtual 
machines.


A Hyper-V server also needs protection. It is a best practice to perform Windows BMR 
backups for these machines.


If any component of a VMM installation is installed on a Hyper-V virtual machine, it can be 
protected by the NMM client’s Hyper-V support. Similar to any other Hyper-V guest, the 
VMM server, VMM library, or VMM database on a virtual machine can be completely 
protected by the NMM capability to take image backups of Hyper-V virtual machines. In 
this case, it is not necessary to install an NMM client on the virtual machine. Instead, 
install an NMM client on the Hyper-V server and configure NMM client resources to back 
up the virtual machines themselves. To recover a virtual machine that contains a VMM 
component, use the NMM GUI Hyper-V plug-in. 


The NetWorker Module for Microsoft for Hyper-V VSS Release 3.0 User Guide provides 
information on protecting a Hyper-V server’s information.
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CHAPTER 9
Troubleshooting


This section lists issues that you may encounter during BMR, and provides 
troubleshooting techniques to resolve them.


NMM with Windows Disaster Recovery: Snapshot recovery fails for file 
system data after reimaging the client machine with 
DISASTER_RECOVERY:\ save set 


The following issues are encountered during Windows BMR in NMM:


◆ Manual rollover of the snapshot fails.


◆ When backing up a save set with the snapshot policy 1/1/day/none, retention is 
applied and the stale snapshot entry is deleted.


Solution


To prevent these issues, perform daily rollovers.


SharePoint disaster recovery fails with SQL database recovery failure 


A failure of a SQL master database recovery leads to a failure in SharePoint disaster 
recovery. An error similar to the following appears:


63688:nsrsnap_vss_recover: NMM Cannot replace file C:\Program 
Files\Microsoft SQL Server\MSSQL.1\MSSQL\Data\master.mdf in comp 
master in writer SqlServerWriter. Database must be put into 
overwrite state. 


Solution


Move, rename, or delete the specified database files, and perform the recovery again from 
that point. The associated files are the master database file, master.mdf, and the master 
log file, mastlog.ldf. 


Recovery of Hyper-V VMs (CSV or non-CSV) fails because the cluster 
service account is disabled


The recovery of VMs (CSV or non-CSV) might fail if the cluster service account is disabled. 
Also, when you browse for CSV volumes, the explorer hangs.


Solution


To resolve these issues, log in to the Domain Controller with the domain administrator 
credentials, and use the Active Directory Users and Computer snap-in to enable the cluster 
service computer account.

Troubleshooting 69







Troubleshooting

70 EMC NetWorker Module for Microsoft for Windows Bare Metal Recovery Solution Release 3.0 User Guide





		Preface

		Revision History

		Overview

		Bare Metal Recovery overview

		Terminology

		How BMR works with NetWorker and NetWorker Module for Microsoft

		Recommendations



		Bare Metal Recovery

		Protecting the application data before a disaster

		Using NetWorker for performing BMR



		Bare Metal Recovery of Microsoft Active Directory

		Active Directory

		Backing up Active Directory for BMR

		BMR of Active Directory





		Bare Metal Recovery of Microsoft SQL Server

		SQL Server 2012 and 2008 R2

		Backing up SQL Server 2012 or 2008 R2 for BMR

		BMR of SQL Server 2012 or 2008 R2



		SQL Server 2008 and 2005

		Backing up SQL Server 2008 or 2005 for BMR

		BMR of SQL Server 2008 or 2005





		Bare Metal Recovery of Microsoft SharePoint Server

		SharePoint Server 2013 and 2010

		Backing up SharePoint Server 2013 or 2010 for BMR

		BMR of SharePoint Server 2013 or 2010



		SharePoint Server 2007

		Backing up SharePoint Server 2007 for BMR

		BMR of SharePoint Server 2007





		Bare Metal Recovery of Microsoft Exchange Server

		Exchange Server 2013

		Backing up Exchange Server 2013 for BMR

		BMR of Exchange Server 2013



		Exchange Server 2010

		Backing up Exchange Server 2010 for BMR

		BMR of Exchange Server 2010



		Exchange Server 2007

		Backing up Exchange Server 2007 for BMR

		BMR of Exchange Server 2007





		Bare Metal Recovery of Microsoft Hyper-V

		Hyper-V

		Backing up Hyper-V for BMR

		BMR of Hyper-V





		Bare Metal Recovery of Microsoft System Center Virtual Machine Manager

		Overview

		Virtual Machine Manager server

		Backing up VMM server for BMR

		BMR of VMM server



		Virtual Machine Manager library

		Backing up VMM library for BMR

		BMR of VMM library



		Virtual Machine Manager database

		Backing up VMM database for BMR

		BMR of VMM database



		Virtual Machine Manager environment

		Protecting data on Hyper-V virtual machines



		Troubleshooting






EMC® NetWorker®


Module for Microsoft
Release 3.0


Administration Guide
P/N 300-999-677
REV 03







EMC NetWorker Module for Microsoft Release 3.0 Administration Guide2


Copyright © 2007 - 2013 EMC Corporation. All rights reserved. Published in the USA.


Published October, 2013


EMC believes the information in this publication is accurate as of its publication date. The information is subject to change without 
notice.


The information in this publication is provided as is. EMC Corporation makes no representations or warranties of any kind with respect 
to the information in this publication, and specifically disclaims implied warranties of merchantability or fitness for a particular 
purpose. Use, copying, and distribution of any EMC software described in this publication requires an applicable software license.


EMC2, EMC, and the EMC logo are registered trademarks or trademarks of EMC Corporation in the United States and other countries. 
All other trademarks used herein are the property of their respective owners.


For the most up-to-date regulatory document for your product line, go to EMC Online Support (support.emc.com).



http://support.emc.com





CONTENTS

Preface


Revision History


Chapter 1 Overview


 About the NetWorker Module for Microsoft software....................................  18
 Supported features .....................................................................................  19


Windows versions and related features .................................................  19
Features supported in NMM 3.0 ............................................................  19


 Types of backup and recovery .....................................................................  24
 General requirements for NMM ...................................................................  25


Providing access privileges for backup and recovery .............................  25
Setting AES data encryption ..................................................................  26
Syncing NMM client and NetWorker server clocks..................................  27
Adding Microsoft Windows groups and NetWorker administrative 
privileges ..............................................................................................  27
Identifying and back-translating computer names through 
name resolution....................................................................................  28
Cloning and recovering from original or cloned NMM backups 
that are no longer browsable or present in the media database.............  28


Chapter 2 About Volume Shadow Copy Service Technology


 VSS overview ..............................................................................................  30
Components in the VSS snapshot creation process ...............................  30
The VSS process ...................................................................................  30
Roll over a snapshot..............................................................................  31


 VSS backup models ....................................................................................  32
 VSS recovery models...................................................................................  33
 Granular-level recovery................................................................................  34


GLR-compatible backups.......................................................................  34
Information, warning, and error messages for GLR.................................  35


 Directed recovery ........................................................................................  35
Performing a directed recovery with NMM..............................................  36


Chapter 3 About Virtual Device Interface Technology


 VDI overview ...............................................................................................  40
 VDI backup models .....................................................................................  41
 VDI recovery models ...................................................................................  42


Chapter 4 The NMM Client Graphical User Interface


 Overview.....................................................................................................  48
 NetWorker User for NMM GUI.......................................................................  48


User interface views ..............................................................................  48
Display conventions..............................................................................  50
Basic tasks in NetWorker User for NMM GUI ..........................................  51


 NetWorker User for SQL Server GUI..............................................................  55

EMC NetWorker Module for Microsoft Release 3.0 Administration Guide 3







Contents

User interface views ..............................................................................  56
Fake objects..........................................................................................  57
Display conventions to differentiate SQL data types ..............................  58
Marking semantics and restrictions.......................................................  59


Chapter 5 NetWorker Client Management


 Connecting to a NetWorker server................................................................  62
 Specifying a recovery browse time ..............................................................  63
 Specifying ranges for service and connection ports .....................................  63


Reducing the range of available ports....................................................  63
 Specifying a password ................................................................................  64


Changing the PW1 password.................................................................  64
 Configure NetWorker administrator privileges..............................................  64


Chapter 6 Scheduled VSS-based Backups


 Configuration tasks .....................................................................................  68
Set up a backup pool ............................................................................  69
Configure snapshot policies..................................................................  71
Set up a backup schedule .....................................................................  74
Set up a backup group ..........................................................................  74
Configure a client resource....................................................................  76


 Additional considerations when backing up a clustered NMM client ............  82
 Best practices and recommendations..........................................................  83


Chapter 7 Data Deduplication with Avamar


 Overview.....................................................................................................  86
Software requirements ..........................................................................  86
Supported operating systems................................................................  86
Supported Microsoft applications .........................................................  87
Supported applications for single and multi streams when 
using Avamar ........................................................................................  87


 Related documentation...............................................................................  88
 Utilizing the Avamar data deduplication capabilities ...................................  89
 Avamar and NetWorker server configuration................................................  89


Configure the Avamar and the NetWorker server ...................................  90
Query deduplication save sets by using mminfo....................................  90


 Configuring a client resource.......................................................................  91
Requirements or considerations............................................................  91
Create a client resource.........................................................................  93


 Recovering deduplicated data ....................................................................  94


Chapter 8 Data Deduplication with Data Domain


 Overview.....................................................................................................  96
Software requirements ..........................................................................  96
Supported operating systems................................................................  96
Supported Microsoft applications .........................................................  96


 Related documentation...............................................................................  97
 Client-side deduplication backup and recovery ...........................................  97
 Data Domain and NetWorker server configuration .......................................  99
 Utilizing the Data Domain Boost data deduplication capabilities .................  99
 Configuring a client resource.....................................................................  100
 Recovering deduplicated data ..................................................................  101

4 EMC NetWorker Module for Microsoft Release 3.0 Administration Guide







Contents

Chapter 9 Multihomed setup for backup and recovery


 Overview...................................................................................................  104
Sample network topology of multihomed environment for 
backup................................................................................................  104


 Requirements ...........................................................................................  105
NIC and IP requirements......................................................................  105
Network configuration requirements for NMM client ............................  106
Network configuration requirements for NetWorker server ...................  107
Network configuration requirements for NetWorker storage node ........  108


 Configuring a client resource.....................................................................  108


Chapter 10 Microsoft Active Directory Backup and Recovery


 Overview...................................................................................................  110
Types of supported backup .................................................................  110
Types of supported recovery................................................................  110
Active Directory objects for granular backup and recovery ...................  110


 Performing an ADAM scheduled backup ....................................................  111
 Performing Active Directory or ADAM granular backup ...............................  112


Recommendations for Active Directory granular backup ......................  112
Configuring Active Directory or ADAM granular backups ......................  113


 Performing an Active Directory granular recovery .......................................  120
Recovery restrictions for Active Directory .............................................  120
Recovering an Active Directory object or object attribute .....................  122
Selecting Active Directory object attributes .........................................  123


Chapter 11 Troubleshooting


 Error messages .........................................................................................  126
NSR info nsrsnap_vss_save: Invalid argument: -g is specified 
without snap_sessionID......................................................................  126
88461:nsrsnap_vss_recover:SharePointMgmt.cpp(431): Caught 
unexpected exception while retrieving SharePoint Server 2010 
backup components details ................................................................  127
NMM .. Exchange2010 Shell Exception State of runspace is not 
valid for this operation ........................................................................  127
Savegroup failed in scheduled backup................................................  128
VSS_E_WRITERERROR_RETRYABLE error code 0x800423f3 ..................  128
VSS CLIENT... Invalid Writer Selection... for APPLICATIONS...................  128
Insufficient permission to access mailbox. See documentation 
for required permission settings. Server MBX is not capable of RSG 
operations ..........................................................................................  129
77108:nsrsnap_vss_save ...................................................................  130
NMM validation for NPS writer failed, unable to restore NPS VSS 
writer data...........................................................................................  130
Error when the vicfg setup command is used on ESXi 5.0 ....................  130
NetWorker Module for Microsoft Applications - KRIS-SUB6\
INST2012... .........................................................................................  131
The system cannot find the file specified. Dismounting the 
SharePoint GLR backup CBFS error in cbfs_open_file()... .....................  131
D:\views\nw\ntx64\fb_nmm24\nsr\vssclient\snapvsssave\
nsrsnap_vss_save.h(202) ...................................................................  131
nsrsnap_vss_recover:Cannot login to SQL Server 
SQLEXPRESS\ENGINEER.... ..................................................................  132
Error starting restore ...........................................................................  132

EMC NetWorker Module for Microsoft Release 3.0 Administration Guide 5







Contents

 Checking log files......................................................................................  132
NMM client..........................................................................................  133
PowerSnap client ................................................................................  133
Replication Manager ...........................................................................  134
EMC VSS provider ...............................................................................  134
Active Directory ...................................................................................  135
NetWorker server.................................................................................  135


 Manually stopping and starting services ...................................................  135
 Other troubleshooting resources ...............................................................  137


Glossary


Index

6 EMC NetWorker Module for Microsoft Release 3.0 Administration Guide







Title Page


TABLES

1 EMC publications for additional information................................................................   12
2 Support for backup and recovery.................................................................................   24
3 Access privileges needed for backup and recovery ......................................................   25
4 NWFS Logs and Attributes ...........................................................................................   35
5 Pull and push support .................................................................................................   35
6 Recovery models in SQL Server ...................................................................................   42
7 Legacy database options.............................................................................................   42
8 Supported backup types for SQL Servers recovery models...........................................   43
9 Supported backup and restore functions for SQL Server recovery models....................   43
10 Main conventions used in the NMM GUI ......................................................................   50
11 SQL Server storage hierarchy display conventions.......................................................   58
12 Backup tasks for scheduled VSS-based backup ..........................................................   68
13 Configuring a backup pool ..........................................................................................   69
14 Preconfigured snapshot policies .................................................................................   72
15 Valid values for Backup Snapshots attribute ...............................................................   73
16 Conventional backup settings .....................................................................................   73
17 Considerations for NMM client backup schedules .......................................................   74
18 Special characters and their URL-encoded values........................................................   78
19 Additional considerations for backing up a clustered NMM client................................   82
20 Best practices and considerations for application backups .........................................   83
21 Single and multi streams support to and from Avamar.................................................   87
22 Configuration details for Data Domain and NetWorker .................................................   99
23 System-only attributes that are not backed up ..........................................................   121
24 Retained attributes after object is deleted.................................................................   121
25 Services and processes used in NMM client ..............................................................   135

EMC NetWorker Module for Microsoft Release 3.0 Administration Guide 7







Tableses

8 EMC NetWorker Module for Microsoft Release 3.0 Administration Guide







Title Page


FIGURES

1 Encryption directive for SQL VSS client resource configuration ....................................   27
2 VSS backup process....................................................................................................   31
3 Configuration Options dialog box ................................................................................   37
4 Select Viewable Clients dialog box ..............................................................................   37
5 NMM client menu list ..................................................................................................   38
6 Process place between NMM and SQL Server for VDI backups .....................................   40
7 Process place between NMM and SQL Server for VDI recovery .....................................   41
8 NMM client main page ................................................................................................   49
9 Monitor view ...............................................................................................................   50
10 Selected and partially selected items ..........................................................................   52
11 Backup view................................................................................................................   56
12 Restore Operation view ...............................................................................................   56
13 Change Server view .....................................................................................................   57
14 Select SQL Instance view.............................................................................................   57
15 Marking a fake object..................................................................................................   58
16 Configurations Options ...............................................................................................   62
17 Group Properties dialog box ........................................................................................   75
18 General tab in NMC .....................................................................................................   79
19 Apps & Modules tab with Deduplication attribute .......................................................   80
20 Apps & Modules tab with Deduplication attribute .......................................................   94
21 Client direct file access deduplication environment.....................................................   98
22 Apps & Modules tab with Deduplication attribute .....................................................   101
23 Sample network topology of NetWorker multihomed backup.....................................   104
24 NIC settings...............................................................................................................   107

EMC NetWorker Module for Microsoft Release 3.0 Administration Guide 9







Figures

10 EMC NetWorker Module for Microsoft Release 3.0 Administration Guide







PREFACE


As part of an effort to improve and enhance the performance and capabilities of its 
product lines, EMC periodically releases revisions of its hardware and software. Therefore, 
some functions described in this document might not be supported by all versions of the 
software or hardware currently in use. For the most up-to-date information on product 
features, refer to your product release notes.


If a product does not function properly or does not function as described in this 
document, please contact your EMC representative.


Note: This document was accurate at publication time. Go to EMC Online Support 
(support.emc.com) to ensure that you are using the latest version of this document.


Purpose
This guide contains information for all the Microsoft applications that can be backed up 
and recovered by using EMC NetWorker Module for Microsoft Release 3.0.


Ensure to download a copy of the appropriate user guide from the EMC Online Support to 
use along with this guide, when working with a Microsoft application. “Related 
documentation” on page 12 provides a list of user guides and other documents that must 
be referred to when using NetWorker Module for Microsoft.


Audience
This guide is part of the EMC NetWorker Module for Microsoft documentation set, and is 
intended for use by system administrators during the setup and maintenance of the 
product. 


Readers should be familiar with the following technologies used in backup and recovery:


◆ EMC NetWorker software


◆ EMC NetWorker snapshot management


◆ Microsoft Volume Shadow Copy Service (VSS) technology
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Related documentation
Table 1 on page 12 lists the EMC publications that provide additional information.


Table 1  EMC publications for additional information


Guide names Description


NetWorker Module for Microsoft Release 3.0 Release 
Notes


Contain information about new features and changes, problems fixed 
from previous releases, known limitations, and late breaking information 
that was not updated in the remaining documentation set.


NetWorker Module for Microsoft Release 3.0 
Installation Guide


Contains preinstallation, installation, silent installation, and post 
installation information about NMM 3.0.


NetWorker Module for Microsoft for SQL and SharePoint 
VSS Release 3.0 User Guide


Contains information about backup and recovery of SQL Server VSS and 
SharePoint Server VSS by using EMC NetWorker Module for Microsoft.


NetWorker Module for Microsoft for SQL VDI Release 
3.0 User Guide


Contains information about backup and recovery of SQL Server VDI by 
using EMC NetWorker Module for Microsoft.


NetWorker Module for Microsoft for Exchange VSS 
Release 3.0 User Guide


Contains information about backup and recovery of Exchange Server VSS 
by using EMC NetWorker Module for Microsoft.


NetWorker Module for Microsoft for Hyper-V VSS 
Release 3.0 User Guide


Contains information about backup and recovery of Hyper-V Server VSS 
by using EMC NetWorker Module for Microsoft.


NetWorker Module for Microsoft for Windows Bare 
Metal Recovery Solution Release 3.0 User Guide


Contains information about Windows Bare Metal Recovery (BMR)
solution by using NetWorker and NMM), how this solution works, and the 
procedures that you are required to follow for disaster recovery of the 
supported Microsoft applications.


NetWorker Cloning Integration Guide Contains planning, practices, and configuration information for using the 
NetWorker, NMM, and NMDA cloning feature.


NetWorker SolVe Desktop The NetWorker SolVe Desktop is an executable download that can be 
used to generate precise, user-driven steps for high demand tasks 
carried out by customers, support, and the field.


NetWorker Licensing Guide Provides information about licensing NetWorker and its modules.


NetWorker Software Compatibility Guide Includes a list of supported client, server, and storage node operating 
systems for the following software products: NetWorker and NetWorker 
application modules and options (including deduplication and 
virtualization support), AlphaStor, Data Protection Advisor, and 
HomeBase.


NetWorker Data Domain Deduplication Devices 
Integration Guide


Provides planning and configuration information on the use of Data 
Domain devices for data deduplication backup and storage in a 
NetWorker environment.


NetWorker Avamar Integration Guide Provides planning and configuration information on the use of Avamar in 
a NetWorker environment.


NetWorker documentation set Provides the documentation that is available with NetWorker.
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The following technical notes from the NMM 2.4 SP1 have been discontinued in NMM 3.0 
and the information from these technical notes is now available in NMM 3.0 User Guides: 


Conventions used in this document
EMC uses the following conventions for special notices:


Note: A note presents information that is important, but not hazard-related.


An important notice contains information essential to software or hardware operation.


Typographical conventions


EMC uses the following type style conventions in this document:


Protecting Virtual Machine Manager 
Environments Using EMC NetWorker Module for 
Microsoft Applications Release 2.4 SP1 
Technical Notes


The content is now available in the NetWorker 
Module for Microsoft Windows Bare Metal 
Recovery Solution Release 3.0 User Guide.


SharePoint Granular Recovery by using EMC 
NetWorker Module for Microsoft and Kroll 
Ontrack PowerControls Release 2.4 SP1 
Technical Notes 


The content is now available in the NetWorker 
Module for Microsoft for SQL and SharePoint 
VSS Release 3.0 User Guide.


Simplified Windows Bare Metal Recovery 
Solution for Microsoft by using EMC NetWorker 
Module for Microsoft Release 2.4 SP1 Technical 
Notes


The content is now available in the NetWorker 
Module for Microsoft Windows Bare Metal 
Recovery Solution Release 3.0 User Guide


Normal Used in running (nonprocedural) text for:
• Names of interface elements, such as names of windows, dialog boxes, 


buttons, fields, and menus
• Names of resources, attributes, pools, Boolean expressions, buttons, 


DQL statements, keywords, clauses, environment variables, functions, 
and utilities


• URLs, pathnames, filenames, directory names, computer names, links, 
groups, service keys, file systems, and notifications


Bold Used in running (nonprocedural) text for names of commands, daemons, 
options, programs, processes, services, applications, utilities, kernels, 
notifications, system calls, and man pages


Used in procedures for:
• Names of interface elements, such as names of windows, dialog boxes, 


buttons, fields, and menus
• What the user specifically selects, clicks, presses, or types


Italic Used in all text (including procedures) for:
• Full titles of publications referenced in text
• Emphasis, for example, a new term
• Variables


Courier Used for:
• System output, such as an error message or script
• URLs, complete paths, filenames, prompts, and syntax when shown 


outside of running text


Courier bold Used for specific user input, such as commands
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Where to get help
EMC support, product, and licensing information can be obtained as follows:


Product information — For documentation, release notes, software updates, or 
information about EMC products, go to EMC Online Support at:


support.emc.com


Technical support — Go to EMC Online Support and click Service Center. You will see 
several options for contacting EMC Technical Support. Note that to open a service request, 
you must have a valid support agreement. Contact your EMC sales representative for 
details about obtaining a valid support agreement or with questions about  your account.


Online communities — Visit EMC Community Network at community.emc.com for peer 
contacts, conversations, and content on product support and solution. Interactively 
engage online with customers, partners, and certified professionals for all EMC products.


Your comments
Your suggestions will help us continue to improve the accuracy, organization, and overall 
quality of the user publications. Send your opinions of this document to:


BRSdocumentation@emc.com


Courier italic Used in procedures for:
• Variables on the command line
• User input variables 


< > Angle brackets enclose parameter or variable values supplied by the user 


[ ] Square brackets enclose optional values


| Vertical bar indicates alternate selections — the bar means “or”


{ } Braces enclose content that the user must specify, such as x or y or z


... Ellipses indicate nonessential information omitted from the example
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01 July 25, 2013 First release of this document for Directed Availability (DA) release of EMC NetWorker 
Module for Microsoft Release 3.0.

Revision History 15



mailto:BRSdocumentation@emc.com





Revision History

16 EMC NetWorker Module for Microsoft Release 3.0 Administration Guide







CHAPTER 1
Overview


This chapter includes the following topics:


◆ About the NetWorker Module for Microsoft software................................................  18
◆ Supported features .................................................................................................  19
◆ Types of backup and recovery .................................................................................  24
◆ General requirements for NMM ...............................................................................  25
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Overview

About the NetWorker Module for Microsoft software
In the basic EMC® NetWorker® Module for Microsoft (NMM) backup and recovery process: 


1. The NMM client is installed on the computer that will be backed up. 


2. That NMM client is configured to work with a specific NetWorker server on another 
computer. 


3. Backups are configured on and performed by the NetWorker server. 


4. Recovery is performed through the NMM client UI on the NMM client, and recovered to 
the same NMM client.


NMM supports backup and recovery by using:


◆ Microsoft Volume Shadow Copy Service (VSS) technology — NMM uses Microsoft 
Volume Shadow Copy Service (VSS) technology to provide snapshot backup and 
recovery services for Microsoft applications. The NMM client allows the creation of 
point-in-time snapshot data. A snapshot can be retained on storage volumes for quick 
access. 


You can also perform a rollover of a snapshot to a traditional backup medium, such as 
tape, file type device, advanced file type device, EMC Avamar® device, and EMC Data 
Domain® device. Data can be recovered from a snapshot or backup media.


You can perform backup and recovery of the following applications using the VSS 
technology:


• Active Directory


• Exchange Server


• SharePoint Server


• Hyper-V Server


• SQL Server


Chapter 2, “About Volume Shadow Copy Service Technology,” provides details about 
the VSS technology and the types of backup and recovery that can be performed using 
NMM.


◆ Microsoft Virtual Device Interface (VDI) technology — NMM uses Virtual Device 
Interface (VDI) technology to back up and recover the SQL Server data.


Chapter 3, “About Virtual Device Interface Technology,” provides details about the VDI 
technology and the types of backup and recovery that can be performed using NMM. 
The NetWorker Module for Microsoft for SQL VDI Release 3.0 User Guide provides 
specific backup and recovery information for SQL Server using VDI.
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Supported features
This section provides the following information:


◆ “Windows versions and related features” on page 19


◆ “Features supported in NMM 3.0” on page 19


Windows versions and related features


NMM 3.0 supports the following Microsoft Windows versions and Microsoft 
Windows-related features:


◆ Supported Windows operating system and features:


• Windows Server 2012 (x64), including Server Core installation options


• Windows Server 2008 (x86, x64) (SP2), including Server Core installation options


• Windows Server 2008 R2 (x64), including Server Core installation options


◆ System state recovery, file servers, and operating system roles including the following:


• Active Directory


• DHCP


• Terminal Services


NMM does not support the following operating system and features:
— Windows IA64 editions
— BitLocker encryption
— Single Instance Storage (SIS)


Features supported in NMM 3.0


The NMM 3.0 software supports the following features:


◆ Windows Server 2012 support for application — NMM 3.0 supports the following 
Microsoft applications on Windows Server 2012:


• SQL Server 2012 SP1


• SQL Server 2008 R2 SP1 or later


• SQL Server 2008 SP3 or later


• Exchange Server 2013 Cumulative Update 1


• Exchange Server 2010 SP3 or later


• SharePoint Server 2013


• Hyper-V, including Cluster Shared Volumes (CSV's)


◆ Simplified backup and recovery process — From NMM 3.0 onwards, the backup and 
recovery processes have been simplified. NMM only performs application-specific 
backup and recovery. For Windows file system backup and recovery, you must use the 
NetWorker 8.1 client. 
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Specific information about how the backup and recovery process for various Microsoft 
applications in NMM 3.0 differs from previous NMM releases is provided in 
application-specific user guides. “Related documentation” on page 12 provides the 
list of user guides.


The NetWorker documentation provides information about Windows file system 
backup and recovery. 


The NetWorker Module for Microsoft Release 3.0 Installation Guide contains 
information on upgrading from older NMM versions to NMM 3.0.


◆ Exchange Server federated backup — NMM supports federated backups for Exchange 
Server 2013 and 2010 DAGs. Federated backups allow you to back up all DAG 
members with a single save set without running a separate backup of each node. 


Federated backups allow you to specify the order in which NMM backs up the DAG 
nodes. NMM backs up the first DAG server specified in the priority list that has an 
active or passive database copy. The first database found using the priority list is 
backed up and all other active or passive copies of the same database are excluded. 
For the preferred option, the active database is backed up only if no passive copies are 
available.


There are no special considerations for recovery of federated backups and federated 
backups can be recovered by performing the recovery methods used for any other 
Exchange backup.


◆ Exchange mailbox level recovery to alternate mailbox — NMM 3.0 supports mailbox 
level granular recovery to an alternate mailbox for Exchange Server. Recovering to an 
alternate mailbox is similar to recovering mailboxes, folders, and messages to the 
original mailbox. You can perform these recoveries from the NMM GUI.


◆ Mailbox level granular recovery to alternate mailbox for Exchange Server — Mailbox 
level granular recovery to alternate mailbox for Exchange Server is available for 
Exchange Server 2013, 2010, and 2007.


◆ Exchange default install — NMM 3.0 supports default installation for Exchange Server 
2013, 2010, and 2007. The databases and logs can now be in the same directory on 
the same volume. 


◆ Circular logging-enabled Exchange Server database backups — NMM 3.0 supports 
non-federated backups of circular logging-enabled databases. Exchange Servers 
2013 and 2010 can contain a mixture of databases that may or may not have been 
enabled for circular logging.


Federated backups of circular logging-enabled databases are not supported.


◆ SQL Server 2012 VDI AlwaysOn federated backups — NMM 3.0 supports SQL Server 
2012 federated backups, where AUTOMATED_BACKUP_PREFERENCE and BACKUP 
PRIORITY settings for a SQL Server 2012 AlwaysOn database are given priority when 
backups are being performed. 


◆ SQL Server VSS directed recovery to the original server — NMM 3.0 supports directed 
recovery of SQL Server backups to the original server but different location.
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◆ SQL Server VDI multi-stream with Data Domain Boost — The Data Domain 
multi-streaming support provided by the NetWorker 8.1 client is included in NMM for 
SQL Server VDI.


◆ NetWorker SQL VDI Adhoc Backup Plug-in — NMM 3.0 provides a NetWorker SQL 
Adhoc Backup Plug-in for SQL Server Management Studio (SSMS) that can be used by 
a SQL database administrator to run adhoc SQL VDI backups directly from SSMS. 
Local SQL instances are supported. This support is available for SQL Server 2012, SQL 
Server 2008 R2, and SQL Server 2008.


The NetWorker Module for Microsoft Release 3.0 Installation Guide contains 
information on how to install this plugin.


◆ SharePoint Server 2013 — NMM 3.0 provides support for SharePoint Server 2013.


◆ Client Direct to a Data Domain or AFTD device — Client Direct support provided by the 
NetWorker 8.1 client is included in NMM.


The NetWorker client enables clients with network access to AFTD or Data Domain 
device to send their backup data directly to the devices, bypassing the NetWorker 
storage node. The storage node manages the devices for the NetWorker clients, but 
does not handle the backup data. The Client Direct feature reduces bandwidth usage 
and bottlenecks at the storage node, and provides highly efficient backup data 
transmission.


Destination devices must specify their complete paths in their Device Access 
Information attribute. If the Client Direct backup is not available, a traditional storage 
node backup is performed instead. The Client Direct feature is enabled by default, but 
can be disabled on each client by clearing the Client Direct attribute.


NMM Client Direct to Data Domain or AFTD device is supported for all applications.


◆ Hyper-V over CSV federated backup — Windows Server 2012 introduces Hyper-V over 
Cluster Shared (CSV) federated backup, changing the way Hyper-V servers in a CSV 
work by eliminating the I/O Redirection Mode requirement. Additionally, NMM 3.0 
provides support for proxy node backups for Hyper-V CSV servers using the Windows 
VSS System Provider, offering impact free backups. NMM 3.0 also provides parallel 
backups through this feature.


◆ Hyper-V Continuous Availability support for Windows CSV — Windows Server 2012 
introduces Hyper-V Continuous Availability support for Windows CSV, changing the 
way Hyper-V servers in a Cluster Shared Volume (CSV) work by eliminating the I/O 
Redirection Mode requirement. Additionally, NMM 3.0 provides support for proxy 
node backups for Hyper-V CSV servers using the Windows VSS System Provider, 
offering impact free backups.


◆ Hyper-V over SMB-3 support — Windows Server 2012 provides support for Hyper-V 
over SMB-3 shares. 


◆ Hyper-V support for Windows Server 2012 features — NMM supports the following 
Windows Server 2012 features:


• Deduplicated data can be recovered on Windows Server 2012 and later. To recover 
deduplicated volume data, you must enable the Deduplication role.
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• Windows Server 2012 provides Hyper-V support for VHDX hard disks.


• ReFS volume data can be recovered on Windows Server 2012 and later.


• NMM supports GLR recovery for VMs stored in the following Windows Server 2012 
deployments:
– Hyper-V VMs over SMB-3
– VHDX hard disk


◆ Hyper-V exclude virtual machines from backups — NMM 3.0 allows you to exclude 
Hyper-V VMs that have data stored on SMB file servers.


◆ Hyper-V in-guest copy or full backup options — NMM 3.0 allows you to perform VSS 
full or VSS copy backups in guest VMs.


◆ Hyper-V configuration wizard — NMM 3.0 introduces a configuration wizard that 
allows you to easily configure scheduled backups for NMM clients for Hyper-V servers.


◆ Active Directory granular backup and recovery on Windows Server 2012 — NMM 3.0 
provides support for granular backup and recovery for Active Directory on Windows 
Server 2012.


◆ Backup and recovery in a multihomed setup — NMM 3.0 supports VSS-based and 
VDI-based backup and recovery in a multihomed setup.


◆ Dedicated storage node for LAN-free backups — The NetWorker Module for Microsoft 
Release 3.0 Installation Guide provides more details.


◆ Deduplication of data using Avamar and Data Domain — Deduplication segments an 
incoming data stream, uniquely identifies data segments, and then compares the 
segments to previously stored data. If the segment is unique, it's stored on disk. 
However, if an incoming data segment is a duplicate of what has already been stored, 
a reference is created to it and the segment isn't stored again.


Deduplication can be used when backing up data by using Avamar or Data Domain 
with NMM.


◆ Adhoc (Manual) backups for SQL VDI — A manual backup of SQL data can be started at 
any time. The following combinations of data objects can be backed up by using 
NMM:


• The entire SQL Server storage hierarchy


• One or more entire databases


• One or more file groups


• One or more files in a file group


• A heterogeneous collection of files, file groups, and databases


• Transaction log backups


◆ Internationalization (I18N) — NMM includes the NetWorker support for 
internationalization. The NetWorker software now supports language packs, which 
can be installed as part of the NetWorker installation, or can be installed separately 
after the NetWorker software has been installed. The NetWorker Installation Guide 
provides more information.
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Internationalization support in the NetWorker software is dependent on the underlying 
operating system's internationalization support. If you are planning on using 
non-English data in the NetWorker software, make sure the appropriate support for 
that language has been installed and configured on the operating system.


Note: NMM does not include localization (L10N) and is available in English only.


◆ NetWorker cloning and staging to create and manage additional copies of save sets — 
NMM uses NetWorker snapshot management technology to perform a backup, which 
creates multiple save sets regardless of the client involved. This is different from 
traditional NetWorker file system backup, which creates one save set for each file 
system.


Cloning is a feature of the NetWorker software that allows for secure offsite storage 
and the transfer of data from one location to another. It provides the ability to create a 
copy of a save set from one volume to another volume. A NetWorker clone operation 
can be performed at the save set, volume, or pool level.


NetWorker staging is a separate process but it relies on the cloning mechanism. Save 
set staging is the process of transferring data from one storage medium to another 
medium, and then removing the data from its original location. Staging is only 
supported for data that resides on disk-type devices.


The NetWorker Cloning Integration Guide contains NetWorker cloning and staging 
information and the NetWorker Procedure Generator contain NMM specific details.


◆ Bare Metal Recovery — NetWorker Windows BMR provides an automated BMR solution 
by using the Windows ASR writer and other Microsoft VSS writers to identify critical 
volumes that are needed to perform a recovery on a disabled computer. Windows 
BMR is performed offline, while the Windows operating system is inactive. This 
removes the requirement to reinstall Windows manually and prevents problems that 
can occur when you restore operating system files to a running version of Windows.


To support Windows BMR, NetWorker provides a bootable Windows BMR image that 
contains NetWorker binaries and a wizard to control the recovery process.


◆ IPv4 and IPv6 — NMM supports the use of IPv4 and IPv6. 


If the host on which NMM is installed uses IPv4 or IPv6, then the NetWorker server, 
NetWorker storage node, or NetWorker client node must be within the IPv4 or IPv6 
network infrastructure. The NetWorker Administration Guide provides details.


In an IPv6 environment, update the hosts file in C:\Windows\System32\drivers\etc\ 
with the IPv6 client and FQDN names. This helps in resolving the IPv6 enabled clients 
quickly and starts the NMM GUI faster.


Support for Data Protection Manager backup and recovery is no longer available in NMM.
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Types of backup and recovery
NMM supports the following types of backups:


◆ Scheduled backups — Scheduled backups are available for all Microsoft applications. 
The NetWorker server backs up client data regularly by using scheduled backups. You 
can start scheduled backups at any time. 


◆ Federated backup — Federated backups are available for Hyper-V Server VSS, 
Exchange Server VSS, and SQL Server VDI. 


◆ Manual backup — Manual backups is only available for Microsoft SQL Server when 
using the VDI technology. These are adhoc backups that can be started at any time. 
Manual backups are always full backups. 


◆ Granular backup — Granular backup is available for Active Directory and ADAM. A 
granular backup does not use snapshot technology (non-VSS). Instead, the backup is 
routed directly to a granular backup medium. A traditional granular Active Directory 
backup enables you to recover individual objects and object attributes. A granular 
ADAM backup enables you to recover individual application partitions. Chapter 10, 
“Microsoft Active Directory Backup and Recovery,” provides details.


NMM supports the following types of recovery:


◆ Conventional recovery — The entire volume or database is recovered as a whole.


◆ Granular level recovery — Granular level recovery (GLR) lets you recover specific items, 
such as files and folders, from a single full backup without having to recover the full 
backup. This reduces the recovery time and the space requirements on local system 
storage.


◆ Windows Bare Metal Recovery — NetWorker provides an automated Windows Bare 
Metal Recovery (BMR) solution by using the Windows ASR writer and other Microsoft 
VSS writers to identify critical volumes that are needed to perform a recovery on a 
disabled computer. 


Table 2  Support for backup and recovery


Types of backup and 
recovery


Active 
Directory


SQL 
Server 
(VSS)


Exchange 
(VSS)


Share-
Point 
Server 
(VSS)


Hyper-V
(VSS) SQL Server 


(VDI)


Scheduled backup ✔ ✔ ✔ ✔ ✔ ✔


Adhoc backup ✔


Federated backup ✔ ✔ ✔


Granular backup ✔


Conventional recovery ✔ ✔ ✔ ✔ ✔ ✔


Granular recovery ✔ ✔ ✔ ✔


Bare Metal Recovery ✔ ✔ ✔ ✔ ✔
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NMM does not support:
— Rollback recovery. 
— Backup and recovery of Windows Server 2012 deduplication volumes.


General requirements for NMM
This section provides information about the general requirements when using NMM:


◆ “Providing access privileges for backup and recovery” on page 25


◆ “Setting AES data encryption” on page 26


◆ “Syncing NMM client and NetWorker server clocks” on page 27


◆ “Adding Microsoft Windows groups and NetWorker administrative privileges” on 
page 27


◆ “Identifying and back-translating computer names through name resolution” on 
page 28


◆ “Cloning and recovering from original or cloned NMM backups that are no longer 
browsable or present in the media database” on page 28


Providing access privileges for backup and recovery


When running or configuring NMM backups and recoveries, ensure that you have the 
appropriate level of privileges for all resources that must be accessed.


Table 3 on page 25 describes the required privilege levels.


Table 3  Access privileges needed for backup and recovery  (page 1 of 2)


Resource Required privileges


NetWorker server • NetWorker Administrator
or


• NetWorker Backup Operator


NMM client • Windows Administrator
or 


• Windows Backup Operator


All applications protected by NMM for VSS 
based backups, such as:
• Microsoft Exchange Server
• Microsoft Hyper-V Server
• Microsoft SharePoint Server
• Microsoft SQL Server 


Windows Administrator
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Setting AES data encryption 


To start using data encryption, you must first set the Datazone pass phrase for the 
NetWorker server by using the NetWorker Management Console (NMC). After the pass 
phrase is assigned, you can configure directives within NetWorker to use Advanced 
Encryption Standard (AES) encryption. 


The NetWorker Administration Guide provides details about AES encryption.


To implement AES encryption in NMM:


◆ For VSS backups — Select the Encryption directive from the Directive menu in the 
general tab when configuring the client resource. This must be done for all 
applications for which AES encryption must be implemented.


Network domain Windows Domain Administrator


Storage node servers Windows Administrator


Exchange Server • Administrator Local Group
• Backup Operators
• Domain Users
• Exchange Servers
• Log on as Service
• Remote Desktop Users
• (Exchange Server 2013 and 2010 only) 


Organization Management
• (Exchange Server 2007 only) Exchange 


Organization Administrators
The user used with the Replication Manager Interface 
for Exchange service must be a member of the 
Organization Management Exchange security group.


Table 3  Access privileges needed for backup and recovery  (page 2 of 2)


Resource Required privileges
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For example, in Figure 1 on page 27, the Encryption directive is selected in the 
Directive field when configuring the client resource for SQL VSS backup. 


Figure 1  Encryption directive for SQL VSS client resource configuration


◆ For VDI backups — The NetWorker Module for Microsoft for SQL VDI Release 3.0 User 
Guide provides details on AES encryption for SQL VDI client resource.


Syncing NMM client and NetWorker server clocks


The clock times for the NMM client and NetWorker server must match for backups to work 
without any issues. If the clock times are not in sync and differ by more than five minutes, 
problems occur when recovering full and incremental backups. 


Adding Microsoft Windows groups and NetWorker administrative privileges


The NetWorker server recognizes domain names and Microsoft Windows groups, both 
local and global. 


For example:


◆ Administrators group


◆ Domain Admins group


If you are logged into a domain, only the global group is recognized. You can find out the 
name of your group by running the Windows utility findgrp.exe, which is available with the 
Windows Resource Kit.


If you are logged into an individual Windows computer, only the local group is recognized, 
because there is no global group.


Encryption directive
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In cases where a user belongs to a domain that cannot be contacted by the server and the 
username cannot be verified, you can use a more specific user description to guarantee 
that the appropriate user has the administrative rights to the server. The syntax for this 
user description is as follows:


◆ Single user:


user=user_name, domain=domain_name


For example:


user=joe,domain=NT-ENG


◆ Group:


group=group_name, domainsid=domain_id


For example:


group=Administrators,domainsid=S-1-5-32-323121-123


Identifying and back-translating computer names through name resolution


NetWorker server and the NMM client machines need proper name resolution to identify 
and back-translate computer names, such as from:


◆ name-to-IP address


or


◆ IP address-to-name 


Also, the NMM client uses the host machine NETBIOS or “short” name when connecting to 
the NetWorker server to browse backups. When the NETBIOS name is not found, NMM 
does display backups. 


To ensure clear communication of computer names:


1. Add the NetWorker server name to either of the following:


• The local hosts file, which is located in the following location:


%SystemRoot%\system32\drivers\etc


• The Domain Name System that contains the names of all servers on your network.


2. When configuring a client resource for solutions like Exchange, SharePoint, and so on, 
specify the NETBIOS name for the client in the Aliases attribute. 


Cloning and recovering from original or cloned NMM backups that are no longer 
browsable or present in the media database


Because NMM creates multiple save sets during a run of a NetWorker backup group, 
ensure that all save sets that were created during an NMM backup are included in the 
cloning process. Failure to clone all of these save sets can result in an inability to perform 
a restore operation from the clone copy.


The NetWorker SolVe Desktop provides application-specific procedures for NMM cloning 
configuration and NMM recoveries.
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VSS overview
This section provides the information needed to understand the Volume Shadow Copy 
Service (VSS) snapshot creation process:


◆ “Components in the VSS snapshot creation process” on page 30


◆ “The VSS process” on page 30


◆ “Roll over a snapshot” on page 31


Components in the VSS snapshot creation process


Microsoft Volume Shadow Copy Service (VSS) acts as a coordinator among the three 
components that create, modify, back up, and recover data: 


◆ Requestor—A requestor is the application that initiates the request to create a shadow 
copy. Typically the requestor is a backup application. Here, NMM is the requestor.


◆ Provider—The provider is used to capture snapshots. The Microsoft Software Shadow 
Copy provider is a host-based provider that works with any type of storage hardware 
and is included in all Windows versions. 


◆ Writer—Application-specific software that acts to ensure that application data is ready 
for shadow copy creation. Writers provide information about what data to back up, 
and specific methods for handling components and applications during backup and 
recovery. They also identify the type of application or service that is being backed up. 
If a service or application is present on a system but is not active, information from its 
writer is not available. Consequently, a writer can appear or disappear from backup to 
backup. 


The VSS process


When a requestor performs a backup or recovery, the following occurs:


1. The requestor asks for information about the available writers and their metadata from 
VSS.


2. VSS reviews the request for validity.


3. VSS sends writer data from multiple application and system writers to the requestor.


4. The requestor tells VSS which writers and volumes to include in the snapshot.


Each application and service that supports VSS has its own writer, which understands how 
the application or service works. 


After the writer signals that it has prepared the data, the following occurs:


1. The VSS software does the following:


a. Directs the writer to freeze input/output (I/O) to the selected volumes.


b. Queues transactions for later processing. 


c. Calls a provider to capture or take a shadow copy of the requested data. 
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2. The provider does the following:


a. Captures the prepared data.


b. Creates a snapshot that exists side-by-side with the live volume. 


3. After the snapshot is created:


a. The provider signals VSS and this signal tells the writer to resume activity. 


b. I/O is released to the selected volumes and any queued writes that arrived during 
the provider's work are processed.


Figure 2 on page 31 illustrates the VSS backup process.


Figure 2  VSS backup process


Roll over a snapshot


A rollover is the process of creating a conventional backup from a snapshot. Rollover 
policies are automatically controlled through snapshot policy settings on the NetWorker 
server. 


If necessary, perform a rollover manually by using the NMM GUI. Before recovering data 
that currently exists only as a persistent snapshot:


◆ Roll over the snapshot to tape to protect the data if the snapshot becomes corrupted 
during the recovery process.


◆ Create a convention backup copy of the snapshot data. This conventional copy resides 
on the device even if the retention deletes the snapshot.
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VSS backup models
The NMM client supports conventional backup, nonpersistent rollover backup, and instant 
backup with or without rollover backups


Conventional backup


Conventional backup includes snapshot rollover backup to tape, Data Domain device, or 
advanced file type devices.


RolloverOnly backup


RolloverOnly backup is a method of offloading backup procedures from an application 
server so that the time ordinarily devoted to backup functions can be used to carry out 
other server tasks. RolloverOnly backup uses an NMM proxy client to move the data from 
the proxy client to the backup media for a snapshot created on application server host.


In this kind of backup:


1. The snapshot is created on the application server and immediately mounted to the 
proxy client.


2. After the snapshot is created, the application server is no longer involved in the 
backup operation.


3. During the rollover (that is backup of the snapshot), the application server is free and 
all of its resources are available for use.


Examples of scenarios when RolloverOnly backups are used:


◆ When Exchange Server is backed up by using RolloverOnly backup, Outlook users can 
continue to use the application server. 


◆ Performing RolloverOnly backups are also useful when there is additional processing 
involved in a snapshot backup and is CPU intensive.


For example, to help determine whether a snapshot of a Exchange database is 
consistent, the Exchange utility eseutil is run against the snapshot. Running eseutil 
can be disk and processor intensive.


◆ Using RolloverOnly backup helps free resources on the Exchange Server because the 
backup operation workload from the Exchange Server is offloaded to a proxy client.


To enable RolloverOnly or proxy backup, ensure that the following is the same on both the 
application server host and the proxy host:


◆ Operating system version


◆ Service pack


◆ Update level 


For example, do not use a Windows Server 2008 R2 system as the proxy mount host for 
Windows Server 2008 SP2 production host, otherwise backup fails. 
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Nonpersistent rollover backup


Nonpersistent rollover backup means that snapshots are not retained once the backup is 
rolled over to a conventional backup medium such as tape, file, or advanced file type file 
type device, or Data Domain device. The snapshot is automatically deleted from the NMM 
client. The snapshot created is also called a temporary snapshot. 


For nonpersistent backup, select zero in the Retention Policy field during the client 
resource configuration process on the NetWorker server. 


Instant backup with or without rollover


An instant backup creates a snapshot on a locally mounted storage volume. During the 
period the snapshot resides on a mounted storage disk volume, it is referred to as a 
persistent snapshot. 


Retention of persistent snapshots on a mounted storage disk volume enables the user to 
perform an instant recovery. The number of persistent snapshots that can be retained 
locally depends on the snapshot policy and the available disk storage.


Depending on how the backups are configured, a snapshot that is created during an 
instant backup may be configured to rollover to a backup media.


For persistent backup with or without rollover, the Retain Snapshots is set to any non-zero 
value in the Snapshot Policy during the client resource configuration process. 


VSS recovery models
By default, recoveries are performed from a conventional backup. If a conventional backup 
is not available for the selected browse time, an instant recovery is performed. The default 
recovery method can be specified in the NetWorker recovery options dialog box. Instant 
recoveries are performed with persistent snapshots. 


Conventional recovery


A conventional recovery consists of recovering data that has already been rolled over to a 
backup media. Conventional recoveries support the same level of item selection as 
instant recoveries.


Instant recovery


Instant recoveries are performed with persistent snapshots. An instant recovery can take 
less time to complete than a conventional recovery because the snapshot is available on a 
mounted disk storage volume rather than on a conventional backup medium.


Instant recoveries support the selection of individual components at whatever level of 
granularity is supported by the application writer. 


When performing an instant recovery, the snapshot may become invalidated. This can 
occur if the snapshot is based on copy-on-write technology. If a large amount of data is 
recovered to the original volume, the cache may overflow. 
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Granular-level recovery
You can perform granular-level recovery (GLR) for backups of Hyper-V, and SharePoint 
applications created with NMM. GLR lets you recover specific items, such as files and 
folders, from a single full backup without having to recover the full backup. This reduces 
the recovery time and the space requirements on local system storage.


To perform GLR, use the GLR option built into the NMM GUI. The application GLR plug-in 
uses NetWorker Virtual File System (NWFS), which exposes files from a list of save sets 
within a single full backup as a virtual file system on an NMM client.


The virtual file system appears to applications as a normal file system, but the application 
reads the save set directories and files directly from the backup device. Using NWFS, the 
GLR plug-in can create, rename, move, or delete directories and files. NWFS copies blocks 
of data from save set files that are requested by an application. NWFS stores changes to 
these files locally without making any changes to files within the save set. 


If the GLR option is selected during NMM installation, NMM installs NWFS and the Eldos 
CBFS filer driver, which requires a system reboot. 


Initialization of the NWFS virtual file system is managed by the GLR plug-in or plug-in 
service, which creates the NWFS COM server. Only one NWFS virtual file system can be 
active at any given time. If you mount another backup to restore, NWFS releases the 
current save set, and you lose access to its contents until you remount it. 


Backup can be to any NetWorker device type. However, recovery is only possible with an 
adv_file (AFTD) or Data Domain (DD) device on a NetWorker server or storage node. If the 
device type is ineligible for GLR restores, the backup is cloned to an AFTD or DD device 
before a GLR restore is performed.


Once a GLR session is complete, the plug-in shuts down the NWFS virtual file system. The 
client closes NWFS, removes the virtual file system from the system, and deletes the 
temporary locally stored data.


Hyper-V granular-level recovery session is complete when the NMM GUI is closed or when 
a new restore is requested. The NetWorker Module for Microsoft for Hyper-V VSS Release 
3.0 User Guide and the NetWorker Module for Microsoft for Exchange VSS Release 3.0 
User Guide provide details about Hyper-V and Exchange GLR respectively.


A SharePoint GLR session completes when NMM mounts the save set and the actual GLR 
can be performed by using a third-party software, like Kroll OnTrack. The NetWorker 
Module for Microsoft for SQL and SharePoint VSS User Guide provides details about 
SharePoint GLR.


GLR-compatible backups


Only VSS-based full backups are GLR-compatible. No additional configuration is required 
for GLR compatible backups. 


You can disable GLR-compatible backups by using NSR_ENABLE_GLR = no. When this 
parameter is used in the Application Information attribute when configuring the client 
resource, NMM does not create the GLR offset map during the backup. All other backup 
configurations remain the same.
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To check to see that the backup performed is GLR compatible, run the mminfo command 
with the -r attrs attribute.


For example,


mminfo -v -ot -q group=nmmspglr -r 
ssid/ssflags/level/savetime/totalsize/name/client/attrs


Where -r attrs displays the GLR compatible backups.


Use the media database attributes listed in Table 4 on page 35 to identify GLR-compatible 
save sets.


Information, warning, and error messages for GLR


NWFS logs information, warning, and error messages to the nwfs.raw log file and stores 
this log file in C:\Program Files\Legato\nsr\applogs. 


Directed recovery
There are two types of directed recovery:


◆ In pull directed recovery, the control role and destination role are performed on the 
same computer. The control role running on the destination computer pulls the 
recovery data to itself. Backup data from the source client is restored to the 
destination client.


◆ In push directed recovery, the control role can be run on the source client or a different 
client. Backup data from the source client is restored to the destination client. The 
control client computer pushes it out to another computer, the destination client. The 
destination client is not the same computer as the source client or control client. 


Table 5 on page 35 lists the pull and push directed recovery support provided by NMM.


Table 4  NWFS Logs and Attributes


Attribute Name Type Value


GLR_OFFSET_MAP Boolean Yes


GLR_Hint Value string A set of least common paths for the backup


Table 5  Pull and push support  (page 1 of 2)


Application Pull directed recovery Push directed recovery


Exchange Server 2007 ✔ X


Exchange Server 2013 and 
2010


✔ Only for DAG based 
recovery


X


Hyper-V ✔ ✔


SharePoint Server 2007 X X
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For pull directed recovery for the supported applications listed in Table 5 on page 35, you 
can:


◆ Run NMM recovery on the same server that the data is being backed up to but a 
different location. 


◆ Specify the alternate server to recover to. 


In NMM 3.0, SQL VSS directed recovery can be performed either:
— To a different machine.


or
— To the original machine but different location.
The NetWorker Module for Microsoft for SQL and SharePoint VSS Release 3.0 User Guide 
provides details.


Performing a directed recovery with NMM


Use NMM to create a volume backup. The backup can be one of the following:


◆ Snapshot


◆ Conventional


This volume backup is the source for a directed recovery. 


To perform a directed recovery with NMM:


1. Run NMM on the server that will receive the backed up data. 


2. Connect to the NetWorker server that hosts the source NMM client.


3. Add the NMM client that created the volume backup as a locally browsable client. 


4. On the Options menu, click Configure Options. 


Figure 3 on page 37 shows the Configuration Options dialog box. 


SharePoint Server 2010 X X


SharePoint 2013 X X


SQL Server VSS ✔ X


SQL Server VDI ✔ X


Table 5  Pull and push support  (page 2 of 2)


Application Pull directed recovery Push directed recovery
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Figure 3  Configuration Options dialog box


5. Click Refresh ( ). 


Figure 4 on page 37 shows the Select Viewable Clients dialog box. The clients 
available on the NetWorker server that you are attached to are listed under Available 
clients on.


Figure 4  Select Viewable Clients dialog box


6. Click the client to add in the Available clients on list box:


a. Click Add to add clients as needed.


b. Click Remove to remove clients as needed.


c. Click OK. 


Figure 5 on page 38 shows the NMM window with the client box. 
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Figure 5  NMM client menu list 


7. Click the Client list, and select the client that created the volume backup as the 
browsable client.


8. If the Snapshot Management or Monitor is the active navigation bar item, and you are 
prompted with the Navigate Away dialog box, click Yes. 


9. On the Recover Sessions bar, select Recover Options. 


The Recover Session Options dialog box appears.


10. On the NetWorker tab:


a. Specify the destination for the recovery in the Relocate Recovered Data box.


b. Click OK. 


11. Recover remote client's backup to local destination.


IMPORTANT


Although SharePoint Server 2007 save sets are browsable in Snapshot Management view 
on a host with SharePoint Server 2010, do not perform any operation for snapshots from 
remote machine.
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CHAPTER 3
About Virtual Device Interface Technology


This chapter includes the following topics:


◆ VDI overview ...........................................................................................................  40
◆ VDI backup models .................................................................................................  41
◆ VDI recovery models ...............................................................................................  42


IMPORTANT


The NetWorker Module for Microsoft for SQL Server VDI Release 3.0 User Guide provides 
detailed information about SQL Server backup and recovery using Virtual Backup Device 
Interface (VDI).
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VDI overview
The SQL Server provides an API called Virtual Backup Device Interface (VDI) that NetWorker 
Module for Microsoft (NMM) uses to communicate with the SQL Server and provides 
support for backup and recovery operations. 


Figure 6 on page 40 describes the process that takes place between NMM and SQL Server, 
using VDI, during a backup:


1. The user starts the backup process using NMM.


2. The backup command is sent to the SQL Server. This interaction is performed through 
VDI.


3. Details about the backup sent back to NMM.


4. NMM notifies the user that the backup is complete.


Figure 6  Process place between NMM and SQL Server for VDI backups


Figure 7 on page 41 describes the process that takes place between NMM and SQL Server, 
using VDI, during a recovery:


1. The user starts the recovery process using NMM.


2. The restore command is sent to the SQL Server. This interaction is performed through 
VDI.


3. Details about the recovery are sent back to NMM.
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4. NMM notifies the user that the recovery is complete.


Figure 7  Process place between NMM and SQL Server for VDI recovery


VDI backup models
Microsoft SQL VDI Server supports three backup models. 


Full database backup


As the name implies, a full database backup contains the entire database. This backup 
contains the data files of a database, and the active portion of the transaction log as at 
the end of the backup.


Differential database backup


A differential database backup contains the changed data pages since the last full 
database backup, and the active portion of the transaction log as at the end of the 
backup.


Incremental or transaction log backup


An incremental or transaction log backup backs up the transaction log records that have 
not yet been backed up, up to the last log record that exists at the time the backup ends. 
You can only perform a transaction log backup if your database is running the full or 
bulk-logged recovery models. Table 6 on page 42 provides details about full and 
bulk-logged recovery models. 
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VDI recovery models
There are three recovery models in SQL Server. Table 6 on page 42 describes the models.


Specifying database recovery models


SQL Servers allow a different recovery model to be specified for each database and for the 
legacy database options trunc.log.on.chkpt and select into/bulk copy. Depending on how 
the legacy options are set in SQL Server, they map to the new recovery models shown in 
Table 7 on page 42. This table describes the SQL database recovery models and how older 
database properties map to new properties. The transaction log operations are available 
only for databases with the full recovery model. All other databases only support full 
database backup; incremental backups are not supported.


Table 6  Recovery models in SQL Server


Recovery models Description


Full recovery The full recovery model imposes the fewest constraints on the backup process and restore process, but it 
requires the most log space of all recovery models. The NMM enforces the following constraints based on 
the version of SQL Server: 
• All levels of file, filegroup, and database backup are supported. 
• All backup data is restorable up to the most recent transaction log.
Point-in-time and named log mark restores are supported.


Bulk_Logged recovery The bulk_logged recovery model also imposes a few backup constraints and supports reduced log space 
requirements for bulk operations. NMM enforces the following constraints differently, depending on 
which version of SQL Servers is managing the storage hierarchy:
• All levels of file, filegroup, and database backups are supported.
• Backup data is restorable up to the most recent transaction log.
• A point-in-time restore is not supported for SQL Servers if the following conditions apply:


If a bulk log change has occurred for the transaction log backup that corresponds to the current 
browse time. 
If bulk changes in the transaction log that contains the time or day marker. 


NMM rolls forward all transactions to the end of the transaction log and leaves the database in an 
operational state.


Simple recovery The simple recovery model provides the fastest performance by minimally logging operations, thereby 
reducing log space. However, the simple recovery model does not support transaction log backups. The 
simple recovery model implements the most constraints on the backup process and restore process. It 
provides significant control over how storage management operations impact system resources. NMM 
enforces the following constraints depending on the version of SQL Server:
• Only level full and differential database backup types are supported.
• Backup data is restorable up to the last level full or differential database backup.
Point-in-time and named log mark restores are not supported.


Table 7  Legacy database options


Select into/bulk copy


Database option True False


trunc.log.on.chkpt
True Simple Simple


False Bulk_Logged Full
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Whether or not a transaction log and the descendent filegroups and files of the database 
are available for backup or restore depends on the recovery model specified in SQL Server. 
Based on the constraints enforced by the recovery model, NMM modifies how items in the 
SQL Server storage hierarchy are displayed in the Backup and Restore windows. 


NMM enforces different backup and restore constraints, depending on which version of 
SQL Server is being managed. Table 8 on page 43 provides an overview of the available 
backup types that NMM supports for the recovery models available in SQL Server.


Table 9 on page 43 provides an overview of the various backup and restore functions that 
NMM supports for the recovery models.


Microsoft SQL Server documentation provides more information about setting recovery 
models for SQL Server data.


Table 8  Supported backup types for SQL Servers recovery models


Backup Type Full Bulk_Logged Simple


Database All levels All levels Full and differential


Filegroup All levels All levels None


File All levels All levels None


Fliestream data All levels All levels None


Table 9  Supported backup and restore functions for SQL Server recovery models


Function Full Bulk_Logged Simple


Transaction Log Backup Yes Yes No


Point-in-time Restore Yes Maybe


Note: Point-in-time 
restore is not supported 
if bulk changes are 
present in the 
transaction log that 
contain the time or day 
marker.


No


Named Log Mark Restore Yes Maybe No
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Changing the recovery model for a database


SQL Server allows the recovery model for a database to be changed. However, NMM does 
not enforce the constraints of the new recovery model after a change. Therefore, changing 
the recovery model might impact the current backup and restore strategies for a database. 
The following sections provide instructions to prepare for the recovery model change, as 
well as backup strategies for maintaining the consistency of the SQL Server storage 
hierarchy after the change.


◆ Change from full or bulk_logged to simple — To change to the simple recovery model 
from full or bulk_logged:


1. Before changing the recovery model, perform an incremental database backup to 
maintain the transaction log files.


2. Change the recovery model to simple.


3. After changing the recovery model, modify the backup strategy to halt execution of 
level incremental database backups. 


If the change to simple is only temporary, it is not necessary to modify the backup 
schedule, because the backup level is automatically promoted to full if the recovery 
model (or legacy database status bit) does not support the specified level.


◆ Change from bulk_logged to full — Follow these steps when changing from 
bulk_logged to the full recovery model:


1. Change the recovery model to full.


2. If performing a point-in-time restore is anticipated, perform a level incremental 
database backup to maintain the transaction log files.


It is not necessary to modify the backup strategy.


◆ Change from simple to full or bulk_logged — Because the simple recovery model has 
many more constraints than the full and bulk_logged models, NMM might allow 
certain scenarios to occur. However, under normal conditions these situations would 
be flagged as warnings or failures by the SQL Server. 


The following scenarios highlight the importance of modifying the backup strategy 
after changing from simple to a full or bulk_logged recovery model:


• Incremental backups can be created if the most recent level full or differential 
database backup was created when the database recovery model was simple. SQL 
Server enables the transaction log backup to occur, but displays a warning. 


• Restore of a level incremental database backup cannot be performed if the level 
full or differential database backup that is being restored was created when the 
database recovery model was simple. This is consistent with SQL Server no recover 
behavior.


Note: The restore must be reinitiated by using the most recent level full database 
backup. All database transactions performed after the backup is created are lost.
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To change from simple to a full or bulk_logged recovery model:


1. Change the recovery model to full or bulk_logged.


2. Perform a level full or differential database backup.


3. Modify the backup strategy to include level incremental database backups.
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The NMM Client Graphical User Interface

Overview
Two client graphical user interfaces are available for NMM:


◆ NetWorker User for NMM — This GUI can be used to recover the following Microsoft 
applications (all supported versions) by using the VSS technology:


• SQL Server


• Exchange Server 


• Hyper-V Server


• SharePoint Server 


• Active Directory


“NetWorker User for NMM GUI” on page 48 provides details.


◆ NetWorker User for SQL — This GUI can be used to back up and recover the supported 
versions of SQL Server by using the VDI technology. 


“NetWorker User for SQL Server GUI” on page 55 provides details.


NetWorker User for NMM GUI
Go to Start > Program > NetWorker Modules > NetWorker User for NMM on the host where 
NMM is installed to start the NMM client graphical use interface. 


This section describes the various views and display conventions in the NetWorker User 
for NMM GUI:


◆ “User interface views” on page 48


◆ “Display conventions” on page 50


◆ “Basic tasks in NetWorker User for NMM GUI” on page 51


User interface views


The NetWorker User for NMM program GUI has three views: 


◆ “Recover view” on page 49


◆ “Snapshot Management view” on page 49


◆ “Monitor view” on page 50
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Recover view
All recoveries are performed from the Recover view by selecting the Recover icon  on 
the left. 


Figure 8 on page 49 shows the Recover view.


Figure 8  NMM client main page


The summary of selected items can also display exclusions, which shows only those items 
that are not selected for recovery. This view can be helpful when many items are selected 
for recovery.


Snapshot Management view
In most cases, snapshot rollover and delete operations are performed automatically 
based on snapshot policies, which are set up on the NetWorker server. Select the by the 
Snapshot Management icon  on the left, to see the Snapshot Management view in the 
NMM GUI, to manually delete or rollover a snapshot.


By using the Snapshot Management view, the following operations can be performed on 
snapshots:


◆ Delete snapshot


◆ Mount a snapshot


◆ Rollover snapshot


“Scheduled VSS-based Backups” on page 67 provides more information about snapshot 
policies. 


Main toolbar Client selectionNavigation tree


Available views Summary of selected 
items


View specific toolbar
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Monitor view
Recovery and snapshot management operations can be monitored in the Monitor view by 
selecting the Monitor icon  on the left, shown in Figure 9 on page 50.


Figure 9  Monitor view


Most messages displayed in the Monitor view are also written to log files. 


Display conventions 


The NetWorker User for NMM Server program uses specific icons to identify various tasks 
and operations. Table 11 on page 58 outlines the main conventions used in the NMM GUI.


Table 10  Main conventions used in the NMM GUI (page 1 of 2)


Icon Data item Description


NetWorker server Select the NetWorker server that is installed.


Recover Denotes the Recover function.


Snapshot Management Use the Snapshot Management view in the NMM GUI, to 
manually delete or rollover a snapshot.


Exchange Recover Session Available when the Recover icon is selected. Use to 
continue with recovery.

50 EMC NetWorker Module for Microsoft Release 3.0 Administration Guide







The NMM Client Graphical User Interface

Basic tasks in NetWorker User for NMM GUI


This section describes how to perform the basic tasks in the NMM client interface:


◆ “Opening the software and connecting to a NetWorker server” on page 51


◆ “Selecting an item for recovery” on page 52


◆ “Searching for an item” on page 52


◆ “Specifying a recovery browse time” on page 53


◆ “Marking items” on page 53


◆ “Selecting a backup version for recovery” on page 53


◆ “Viewing the volumes required for a recovery” on page 54


◆ “Performing a snapshot rollover” on page 54


◆ “Deleting a snapshot” on page 55


Opening the software and connecting to a NetWorker server
You must first connect to the NetWorker server on which the backup was configured to 
recover data. 


To connect to a NetWorker server: 


1. From the Start menu, open the NMM client GUI:


• If you have opened the NMM client before, proceed to step 2 .


• If this is the first time you have opened the NMM client, the Change NetWorker 
Server dialog box appears, and you can proceed to step 3 . 


2. From the Main toolbar, click NetWorker Server. 


The Change NetWorker Server dialog box appears.


3. Click Update Server List to browse for NetWorker servers. The discovery process may 
take a few minutes.


Monitor View recovery and snapshot management 
operations.


Log files Log files generated with backup and recovery details.


Database Available databases for selection.


Table 10  Main conventions used in the NMM GUI (page 2 of 2)


Icon Data item Description
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4. When the list is updated:


• Select a server. The selection displays in the Server field. 


or 


• Type a name in the Server field.


5. Click OK.


You can also select Configure Options from the Options menu to connect to a NetWorker 
server.


Selecting an item for recovery
To select items for recovery, select the checkbox beside a node in the navigation tree. A 
checkmark indicates that the node is selected. By default, all items contained in the node, 
such as folders and files, are also selected for recovery.


To clear an item contained in a selected node:


1. Expand the node.


2. Clear the checkbox beside the item. The checkmark disappears. 


Figure 10 on page 52 depicts one selected item and several partially selected nodes in the 
navigation tree.


Figure 10  Selected and partially selected items


Searching for an item
To search for a recovery item:


1. Click Search above the navigation tree.


2. In the Path field, type a directory path.


3. Optionally, in the Name field, type the name of the search item. You can refine your 
search as follows:


• Literal match (case-insensitive)—Type abc to return abc, ABC, or AbC but not abcd 
or ABCD.


• Literal match (case-sensitive)—Type "abc" to return abc but not ABc or abcd.


Solid box indicates that 
some items, not all, below 


this node are selected


Select items for recovery.
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• Name contains (case-insensitive)—Type %abc% to return abc, abcd, ABCD, or 
xyzABCde.


• Name starts with (case-insensitive)—Type abc% to return abcd or ABCde but not 
xyzABCde.


• Name ends with (case-insensitive)—Type %abc to return xyzAbc but not ABCde.


• Single-character match search by using the ? wildcard:


– Type ? to return single character entries and drive volumes, such as C or D.


– Type WMI?Writer to return WMI Writer. 


• Multiple-character match search by using the * wildcard: 


– Type *.txt to return all entries with a .txt extension.


– Type * to return all items within the selected container.


– Type *writer* to return all writers.


• Search by using both the * and ? wildcard—Type *???*writer* to return WMI Writer.


4. Click Search. The Details pane displays the results of the search.


Specifying a recovery browse time
To browse for items backed up on or before a particular time: 


1. From the application toolbar, click Browse. 


2. Select the arrows to select the date and time, and then click OK.


The navigation tree displays backup items from the specified date and earlier.


Marking items
NMM provides marking indicators that help determine the state of each item in the browse 
tree:


◆ Unmarked—An unmarked item is one that is not selected for backup or restore. An 
empty checkbox appears to the left of each unselected item to indicate it is unmarked.


◆ Marked—A marked item is one that is selected for backup or restore. A checkmark 
appears in the checkbox to the left of each marked item.


◆ Partially marked—A partially marked item is one that has marked descendants, but 
the item itself is not explicitly marked. A partially marked item is not backed up or 
restored. A checkmark appears in a gray checkbox to the left of each partially marked 
item.


Selecting a backup version for recovery
To view the versions of an item backed up before the current browse time: 


1. In the navigation tree, select a recover item. “Selecting an item for recovery” on 
page 52 provides more information about selecting an item. 


2. Right-click the selected item and select Versions from the pop-up menu.


3. Select the backup version to recover.
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4. Select the following attribute to change the browse time to the same date as the 
selected backup version:


Use selected item backup time as new browse time


5. Click OK. The recover items displayed in the navigation tree are from the selected 
browse time.


Viewing the volumes required for a recovery
There are no NetWorker volumes associated with a snapshot backup until the snapshot 
has been rolled over to backup media. If you select to view the required volumes for a 
application data snapshot that has not been rolled over, no volumes is displayed.


To view the volumes required for a recovery operation: 


1. In the navigation tree, select a recover item. “Selecting an item for recovery” on 
page 52 provides more information about selecting an item. 


2. Right-click the selected item.


3. Select Required Volumes from the pop-up menu.


The Required NetWorker Volumes dialog box appears with a list of the volumes that 
must be mounted:


• If a volume is already mounted, the device name and device path display after the 
volume name. 


• If a required volume is not mounted, only the device name displays.


4. Click OK.


Performing a snapshot rollover
To rollover a snapshot:


1. Open the NMM client GUI.


2. Select the NetWorker server on which the NetWorker client was configured for backup.


3. In the left pane, select Snapshot Management.


4. In the navigation tree, select the snapshot.


5. Expand the snapshot to review the save sets. 


6. From the Snapshot Management toolbar, click Snapshot to begin the rollover 
operation.


7. In the left pane, select Monitor to view the progress of the rollover operation.


When performing a rollover, ensure that at least one drive letter is available for use to 
complete the mount and rollover operation.
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Deleting a snapshot
Snapshot deletion policies are typically controlled automatically through snapshot policy 
settings on the NetWorker server. However, you can delete a snapshot manually. For 
instance, if space must be made available immediately on the storage system, you can 
manually rollover and then delete snapshots.


IMPORTANT


To prevent the loss of data from a snapshot that is to be deleted, perform a rollover of the 
snapshot before the deletion operation. “Roll over a snapshot” on page 31 provides more 
information about rolling over a snapshot.


If a snapshot is deleted without the use of the NMM client user interface, the snapshot 
may still appear to be recoverable in the NMM client user interface. 


If such a snapshot is selected for recovery, the recovery operation fails. A snapshot could 
also be deleted by VSS or the storage subsystem if resources are exhausted due to high 
input/output rates on the volumes.


To delete a snapshot:


1. Open the NMM client GUI.


2. Select the NetWorker server on which the NetWorker client was configured for backup. 


“Opening the software and connecting to a NetWorker server” on page 51 provides 
more information about opening NMM and connecting to a NetWorker server. 


3. In the left pane, select Snapshot Management.


4. In the navigation tree, select the snapshot to be deleted.


5. Right-click the selected snapshot.


6. Select Delete Snapshot.


7. In the left pane, select Monitor to view the progress of the delete operation.


NetWorker User for SQL Server GUI
Go to Start > Program > NetWorker Modules > NetWorker User for SQL on the host where 
NMM is installed to start the NMM client graphical use interface for SQL VDI backup and 
recovery.


This section contains the following sections:


◆ “User interface views” on page 56


◆ “Fake objects” on page 57


◆ “Display conventions to differentiate SQL data types” on page 58


◆ “Marking semantics and restrictions” on page 59
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User interface views


The NetWorker User for SQL program user interface has four views: 


◆ Backup view — All backups are performed from the Backup window. Select the  
icon to view the Backup window.


Figure 11 on page 56 shows the Backup view.


Figure 11  Backup view


Select the database that needs to be backed up, and either right-click or select 
Options > Backup Options to view the Backup Options dialog box.


◆ Restore Operation view — Normal, Copy, or Piecemeal restores are performed from the 
Restore Operation view. Select the  icon to view the Restore Operation window as 
shown in Figure 12 on page 56.


Figure 12  Restore Operation view
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◆ Change Server view — Select the  icon to view the Change Server window, as 
shown in Figure 13 on page 57.


Figure 13  Change Server view


◆ Select SQL Instance view — Select the  icon to view the Select SQL Instance 
window, as shown in Figure 13 on page 57.


Figure 14  Select SQL Instance view


Fake objects


NMM enables the browsing of filegroups and files contained in a database. However, the 
software can display data items that are not available for backup or restore operations. 
These are referred to as fake objects.
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When a file or filegroup exists in the SQL Server storage hierarchy, but cannot be backed 
up because of SQL Server settings on the database, the item is displayed in the Backup 
window by using the fake filegroup or fake file convention. In addition, if you try to mark a 
fake object, an error dialog box is displayed as in Figure 15 on page 58.


Figure 15  Marking a fake object


The NetWorker Module for Microsoft for SQL VDI Release 3.0 User Guide provides more 
information about the constraints SQL Servers enforce that determine whether an item is 
available for backup or restore.


Display conventions to differentiate SQL data types


The NetWorker User for SQL Server program uses specific data item names, text 
characteristics, and icons to distinguish the variable qualities of SQL Server data. Table 11 
on page 58 outlines these conventions.


Table 11  SQL Server storage hierarchy display conventions


Icon Data item Description


SQL Server • Root of the storage hierarchy
• Signifies all SQL Server databases on the host


Database • Descendant of root
• Signifies a database
• May contain filegroups


Filegroup • Descendant of a database
• Signifies a database filegroup or filestream data
• May contain files


Fake filegroup • Signifies that the filegroup cannot be selected for backup


File • Descendant of a filegroup
• Signifies a database file


Fake file • Signifies that the file cannot be selected for backup
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Marking semantics and restrictions


To support the browsing capabilities, the NMM program imposes certain semantics and 
restrictions regarding how items can be marked. Whether an item can be marked is based 
on the mark status of that item’s predecessors and descendants. Depending upon what is 
marked, message dialog boxes may appear to provide additional information on the 
current marks and the type of operation. 


The NetWorker User for SQL Server program enables the following:


◆ Mark a single file, filegroup, or database.


◆ Mark multiple, heterogeneous items.


◆ Mark an item when any of that item’s surrounding items are already marked.


◆ Mark or unmark all SQL Server data by right-clicking the root item and selecting Mark 
All Databases or Unmark All Databases from the shortcut menu.


◆ Unmark all databases from the SQL Server root.


The NetWorker User for SQL Server program imposes the following restrictions:


◆ You cannot mark an item if any of the predecessors of descendants are already 
marked except in the SQL Server root. 


◆ When a database is marked, all of the item’s descendants are not automatically 
marked.


◆ When a filegroup is marked, all of the files are not automatically marked.

NetWorker User for SQL Server GUI 59







The NMM Client Graphical User Interface

60 EMC NetWorker Module for Microsoft Release 3.0 Administration Guide







CHAPTER 5
NetWorker Client Management


This chapter includes the following topics:


◆ Connecting to a NetWorker server............................................................................  62
◆ Specifying a recovery browse time ..........................................................................  63
◆ Specifying ranges for service and connection ports .................................................  63
◆ Specifying a password ............................................................................................  64
◆ Configure NetWorker administrator privileges..........................................................  64

NetWorker Client Management 61







NetWorker Client Management

Connecting to a NetWorker server
If the NMM client was configured for backup on a different NetWorker server, you can 
connect to that server to recover backup items for this client. 


To connect to a NetWorker server:


1. From the Options menu, select Configure Options. 


The Configure Options dialog box appears, as shown in Figure 16 on page 62.


Figure 16  Configurations Options


2. To refresh the list of available NetWorker servers, click ( ) next to the Backup 
server name menu.


The Change NetWorker Server dialog box appears.


3. Click the Update Server List to get the list of all available NetWorker servers, and then 
select the desired NetWorker server.


4. Click OK. 


The server name displays in the Backup Server Name field.


You can also connect to a NetWorker server by clicking the NetWorker Server icon on 
the Application toolbar.
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Specifying a recovery browse time
To search for only those items that were backed up on or before a particular time, specify a 
recovery browse time.


To specify a browse recovery time:


1. From the Options menu, select Configure Options. 


The Configure Options dialog box appears.


2. In the Browse Time field, do one of the following:


• Click the arrow to select a calendar date.


• Type a date and time.


Specifying ranges for service and connection ports
A service port is a listener port that provides services to NMM client hosts. The default 
range for service ports is 7937 to 9936. 


A connection port is used to contact a service, whether it is on a NetWorker server, storage 
node, or client. The default range for connection ports is 0–0. 


To implement an enhanced security environment, it may be necessary to reduce the range 
of available ports. The NetWorker Administration Guide provides more information about 
determining the size of the port range.


Reducing the range of available ports


To reduce the range of available ports:


1. From the Options menu, select Configure Options. 


The Configure Options dialog box appears.


2. In the Service Ports attribute, type the range of available ports.


3. In the Connection Ports attribute, type the range of available ports.


4. Click OK.


Note: If a firewall exists between the NetWorker client and any NetWorker servers, ensure 
that the firewall is configured to accept the port ranges typed in the Configure Options 
dialog box.


Configuring TCP Networks and Network Firewalls for EMC NetWorker Technical Note 
available on EMC Online Support provides more information on how to identify and 
configure the required ports for NetWorker hosts that need to communicate across a 
packet filtering or stateful inspection firewall.
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Specifying a password
The password is used to protect items that are backed up with either PW1 
password-protection, or PW2 encryption and password-protection. PW1 and PW2 
protection is enabled on the NetWorker server with a local or global directive. 


The NetWorker Administration Guide provides more information about PW1 and PW2 
protection.


Changing the password does not change the password for files that have already been 
backed up. 
To recover PW1 or PW2 password-protected files, you must provide the password that was 
in effect at the time of the backup.


Changing the PW1 password


To change the PW1 password:


1. From the Options menu, select Configure Options. 


The Configure Options dialog box appears.


2. In the Old password attribute, type the password that is currently in effect.


3. In the New password attribute, type the new password.


4. In the Confirm password attribute, retype the password.


5. Click OK. 


The new password is applied to future NMM scheduled backups that are 
password-protection with a global or local directive.


Configure NetWorker administrator privileges
The NMM client must be manually granted NetWorker administrator privileges to perform 
media database operations during snapshot deletion. 


If you set up a proxy client for the NMM client, grant the proxy client NetWorker 
Administrator privileges. If you are setting up a NMM client in a cluster, grant NetWorker 
administrator privileges to each cluster node and virtual server.


To manually configure privileges:


1. In the Administration page of the NetWorker Management Console, click 
Configuration.


2. In the expanded left pane, click User Groups.


3. Right-click the Administrators group, and then select Properties. 


The Client Properties dialog box appears.
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4. Add administrator rights for the NMM client host:


• For NetWorker Server 8.0 and later, add the following entries to Application 
Administrators in User Groups for each NMM client:


user=administrator,host=NMM_client 
user=system,host=NMM_client 


where NMM_client_host is the DNS hostname of the NMM client.


Place each value on a separate line.


• For NetWorker Server 7.6 and earlier, add the following entries to Administrators in 
User Groups for each NMM client:


user=administrator,host=NMM_client
user=system,host=NMM_client


where NMM_client_host is the DNS hostname of the NMM client.


Place each value on a separate line.


5. If a proxy client is set up for the NMM client:


• Where a single user is granted administrator rights to perform all NetWorker 
functionality for a host, add the following values:


user=administrator,host=NMM_clientproxy_host
user=system,host=NMM_clientproxy_host


• Where multiple users are configured and added to an administrator group and that 
group is added on NetWorker privilege list. All the users under this group have 
administrator rights.


To perform all the NetWorker functionality for a host, add the following values:


group=administrator,host=NMM_clientproxy_host
group=system,host=NMM_clientproxy_host


6. If the NMM client is installed in a cluster, grant NetWorker administrator privileges to 
each:


• Cluster node (both active and passive nodes)


• Virtual server


7. Click OK. All NMM users must have administrator level privileges.
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CHAPTER 6
Scheduled VSS-based Backups


This chapter includes the following topics:


◆ Configuration tasks .................................................................................................  68
◆ Additional considerations when backing up a clustered NMM client ........................  82
◆ Best practices and recommendations......................................................................  83


IMPORTANT


This chapter provides details about performing scheduled backups when using VSS 
technology. The NetWorker Module for Microsoft for SQL VDI Release 3.0 User Guide 
provides information on SQL Server scheduled backups when using Virtual Device 
Interface (VDI) technology.
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Configuration tasks


All the procedures described in this section must be performed on a NetWorker server. 
Use the NetWorker Management Console program (NMC) to access the NetWorker 
Administration page to perform all the procedures. Click the question mark icon  at the 
bottom left of each page of the NMC for details about each field in the page. Review the 
NetWorker Administration Guide for details about the NetWorker Management Console 
program.


Table 12 on page 68 lists the specific tasks that are required to configure a backup in your 
setup.  


Table 12  Backup tasks for scheduled VSS-based backup


Type of backup Required action


An NMM client that is part of a 
cluster


Complete all the tasks:
• “ Set up a backup pool” on page 69
• “ Configure snapshot policies” on page 71
• “ Set up a backup schedule” on page 74
• “ Set up a backup group” on page 74
• “ Configure a client resource” on page 76


VSS-based backup of Microsoft 
application data:
• Exchange Server
• Hyper-V
• SharePoint Server
• SQL Server


Complete all the tasks:
• “ Set up a backup pool” on page 69
• “ Configure snapshot policies” on page 71
• “ Set up a backup schedule” on page 74
• “ Set up a backup group” on page 74
• “ Configure a client resource” on page 76


An Active Directory Server and 
ADAM


Complete the tasks described in Chapter 10, “Microsoft 
Active Directory Backup and Recovery”. 
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Set up a backup pool


Configuring a backup pool is a four-part process. Table 13 on page 69 provides details.


Set up a device


You can use the New Device Wizard in the NetWorker Management Console to configure a 
device.


To set up a device:


1. In the NetWorker Administration page of the NetWorker Management Console, select 
Devices on the taskbar.


2. In the expanded left pane, select Devices.


Table 13  Configuring a backup pool 


Task Description


“Set up a device” on page 69 Configure a media device, such as tape, file, or advanced 
file type device, for snapshot metadata. 
For best performance, configure a file or advanced file type 
device so that a snapshot can be recovered without the 
potential delay associated with retrieving a tape.


“Set up a label template” on page 70 Labels identify the kind of data that is stored on the 
volumes in a backup pool. Label templates define a 
naming convention for labels. Create a label template for 
volumes that are used to contain snapshot metadata.


“Set up a backup pool” on page 70 Backup data is sorted onto backup media volumes by 
using media pools and volume labels. A media pool is a 
specific collection of volumes to which the NetWorker 
server writes data. The server uses media pools to sort 
and store data. A volume is identified with a unique label 
based on configurable label templates. 
Media pools act as filters that tell the server which backup 
volumes should receive specific data. The NetWorker 
server uses media pools in conjunction with label 
templates (if the Match Bar Code Labels attribute is not 
used for the library resource) to keep track of what data is 
on which specific volume. Using label templates provides 
more information on label templates.


“Set up the device label” on page 71 Before a device can be used for snapshot backups, it must 
be labeled by using the snapshot pool that you created in 
the previous step.
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3. From the File menu, select New, and complete the following attributes:


a. In the Name attribute, replace the default name with the path and name of the 
device:


– If the device is configured on the NetWorker server’s storage node, the name is 
the simple device path. For example, C:\tmp\d0 for a file type device. A tape 
device would have a format similar to \\.\Tape0. Do not use the 'temp' directory 
for NetWorker DiskBackup devices because the data is overwritten.


– If the device is configured on a remote storage node, the name must indicate 
that the storage node is remote, by including rd= and the name of the remote 
storage node in the device path. For example, if the remote storage node is 
neptune, then the device path might be rd=neptune:c:\tmp\d0.


b. In the Comment field, specify a comment for the device.


c. From the Media Type attribute, select the appropriate media type.


d. Select the Auto Media Management attribute.


4. Click Configuration, and in the Target Sessions attribute:


a. Type or select a value.


b. Set this attribute to a value that can speed up the backup, for example, 32.


5. Click OK.


Set up a label template
To set up a label template:


1. In the Administration page of the NetWorker Management Console, click Media. 


2. In the expanded left pane, select Label Templates.


3. From the File menu, select New, and complete the following attributes:


a. In the Name attribute, type a name that identifies the series of labels as belonging 
to volumes for snapshot metadata.


b. In the Comment attribute, specify a comment for the label.


c. In the Fields attribute:


a. Specify a text name such as Snapshot_Metadata.


b. On a separate line, specify a numeric range such as 001–999 or a text range 
such as aa–zz. These attributes are used to incrementally identify each label.


4. Click OK.


Set up a backup pool
To set up a backup pool to store snapshot metadata:


1. In the Administration page of the NetWorker Management Console, click Media.


2. In the expanded left pane, select Media Pools.
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3. From the File menu, select New, and complete the following attributes:


a. For the Name attribute, type a name that matches the label template.


b. In the Comment attribute, specify a comment for the pool.


c. Select the Enabled attribute.


d. For the Pool type attribute, select the backup pool type.


e. For the Label template attribute, select the matching label template.


f. Perform either of the following steps:


– Click the Selection Criteria tab, specify a NMM client for the Clients attribute.


– For the Groups attribute, select the applicable backup groups. 


g. In the Devices attribute, select the device that you created in the previous step. 
Ensure that this device can accept snapshot rollovers for this pool. “Set up the 
device label” on page 71 provides details.


4. Click OK.


Set up the device label
To label a device:


1. In the Administration page of the NetWorker Management Console, click Devices.


2. In the right pane:


a. Right-click the name of the device.


b. Select Label:


a. In the Pool attribute, select the snapshot pool that was created in the previous 
step.


b. Select the Mount after Labeling attribute.


3. Click OK.


Configure snapshot policies


A snapshot policy determines the following:


◆ When and how often snapshots are created


◆ Number of snapshots, and if any are retained as persistent snapshots


◆ Which snapshots, if any, are rolled over to conventional storage


◆ When snapshots expire and become eligible for deletion


Snapshots can also be manually rolled over or deleted. “Roll over a snapshot” on page 31 
describes these procedures in more detail. 
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You can:


◆ Specify a preconfigured policy, as described in “Using preconfigured snapshot 
policies” on page 72


Or


◆ Create a custom snapshot policy, as described in “Creating a snapshot policy” on 
page 72. 


Using preconfigured snapshot policies
Table 14 on page 72 lists the types of preconfigured snapshot policy in NMM.


Creating a snapshot policy
To create a custom snapshot policy:


1. In the Administration page of the NetWorker Management Console, click 
Configuration.


2. In the expanded left pane, select Snapshot Policies.


3. From the File menu, select New, and complete the following attributes:


a. In the Name attribute, type a name for the snapshot policy.


b. In the Comment attribute, type a comment for the snapshot policy.


c. In the Number of Snapshots attribute, type the number of snapshots to be created 
per day:


– The Number of Snapshots attribute works in conjunction with the Group 
Resource Interval and Start Time attributes. 


– The value for the Start Time and Interval attributes must allow the specified 
number of snapshots to be created in a 24-hour period. 


For example, to take four snapshots per day and the first snapshot must occur at 
4:00 AM (Start Time attribute), the Interval attribute must be set to 5 hours or less:


Number of Snapshots <= (24:00 - Start Time) / Interval


“ Set up a backup group” on page 74 provides additional information about 
snapshots and policies.


Table 14  Preconfigured snapshot policies


Types Description


RolloverOnly A single snapshot is taken per day. The data is then rolled over to conventional 
storage and the snapshot is deleted. This is a simple snapshot policy that can be 
considered as a “default” snapshot policy in NMM.
The RolloverOnly snapshot policy in NMC can be used in true RolloverOnly 
backup operations, as described in “RolloverOnly backup” on page 32, and can 
also be used in normal non-RolloverOnly operations.


Daily The daily snapshot policy in NMC has Retain Snapshots set to eight. This 
indicates that NMM should keep eight snapshots per day. When the ninth 
backup starts at the beginning of the next day, the oldest snapshot is deleted, 
and so on. Each snapshot has 24-hour expiration policy. If you select the daily 
snapshot policy, persistent snapshots are created.
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d. In the Retain Snapshots attribute, type the maximum number of snapshots that 
can be retained for a specified period of time before being expired. Use a minimum 
Retain Snapshot value of 2. This ensures that the most recent snapshot is retained 
while the new snapshot is created. If the Retain Snapshot value is set to 1, the only 
snapshot copy is deleted when the new snapshot is created. 


When the value of a snapshot is greater than 0, a full-level backup schedule is 
required.


Persistent snapshots are not permitted for Exchange federated DAG backups. 
Ensure that for federated backups Retain Snapshots is set to 0.


e. In the Snapshots Expiration Policy attribute, select a preconfigured expiration 
policy to determine how long snapshots can be retained before being deleted. 


f. In the Backup Snapshots attribute, specify the snapshots that must be rolled over 
to a conventional storage medium. 


Table 15 on page 73 lists the valid values that can be used in this attribute.


4. Click OK.


Examples of snapshot policies for conventional backup settings
The conventional backup settings include:


◆ Four snapshots per day are taken. 


◆ All snapshots are rolled over to a conventional storage medium. 


◆ Each snapshot is deleted after it is rolled over.


Table 16 on page 73 lists the settings for a conventional backup.


Table 15  Valid values for Backup Snapshots attribute


Valid values Description


All The All attribute is used to roll over the replica for every backup to the 
conventional backup medium. The data can be recovered from the 
conventional backup medium, even if persistent snapshots (valid or invalid) 
are not available:


Every n Where n denotes the exact snapshot that should be rolled over.


First The first snapshot is rolled over.


Last The last snapshot is rolled over.


None  Rollover the snapshot manually. 


Table 16  Conventional backup settings  (page 1 of 2)


Name Conventional backup


Comment Rollover and then delete


Number of snapshots per day 4
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Set up a backup schedule


Backup schedules determine the days on which full or incremental backups are run. Full 
backups include all of the data specified in an NMM client resource save set, while 
incremental backups include only the data that has changed since the last backup. 
Snapshots are always taken at full level for SQL Server and where retention is greater than 
0.


Table 17 on page 74 contains the considerations that apply for configuring a backup 
schedule for rollover backup operations. 


The procedure for creating backup schedules for an NMM client is the same as for creating 
a backup schedule for a normal NetWorker client. 


Set up a backup group


Backup groups enable you to balance backup loads to reduce the impact on your storage 
and network resources. To associate a backup group with a pool resource created in “ Set 
up a backup pool” on page 69, go back to the pool resource, right-click and select 
Properties. Now select the newly created group listed under Basic > Data Source > Groups. 
Use a backup group to assign the following attributes to a set of client resources:


◆ Backup start times


◆ Backup pools


◆ Schedules


◆ Snapshot policy


Review the following information when creating a group resource:


◆ Do not create multiple instances of the same client in one backup group when 
configuring a backup. Two backups on one client in parallel cannot be performed.


Retain snapshots 0


Snapshot expiration policy Day


Backup snapshots All


Table 16  Conventional backup settings  (page 2 of 2)


Table 17  Considerations for NMM client backup schedules


Backup levels Consideration


Full level Full level backups are supported for all types of data.
Snapshot backups must be set to full level where retention is greater than 
0.


Incremental backups Incremental level backups are supported only for the following: 
• Backup of Microsoft Exchange Server 2007
• Backup of Microsoft Exchange Server 2013 and 2010
• Granular backup of Active Directory
Incremental level backups are only permitted for RolloverOnly backups or 
where the retention policy is 0.


Level 1 to 9 backups Level 1 to 9 backups are not permitted for snapshot backups.
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◆ When creating a backup group, it is important to keep in mind the NMM and group 
resources impact on browse and retention policies. For example, if client resource A 
has save set X, and client A belongs to two groups: group_1 for full backup and 
group_2 for incremental backup, the full backup of save set X expires before the 
incremental backup of save set X. This is because the client resource client A and save 
set belong two different groups. You are recommended to create only one group 
resource for one client resource even when both full and incremental level backups 
are performed.


◆ When Retain Snapshots is set to greater than 0, ensure that the Force Incremental 
option is clear (this option is selected by default). Otherwise, backup fails.


To configure a backup group:


1. In the Administration page of the NetWorker Management Console, click 
Configuration.


2. In the expanded left pane, select Groups.


3. From the File menu, select New.


The Group Properties dialog box appears, as shown in “Group Properties dialog box” 
on page 75.


Figure 17  Group Properties dialog box


4. In the Setup tab, complete the following attributes:


a. In the Name attribute, type a name for the backup group.


b. In the Comment attribute, type a description.


c. For the Start Time attribute, type the time when the first snapshot is to be created. 
The value for the Start Time attributes must allow the specified number of 
snapshots to be created in a 24-hour period. 
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For example, if you want to take four snapshots per day (Number of Snapshots 
attribute) and the first snapshot must occur at 4:00 AM (Start Time attribute), then 
the Interval attribute must be set to 5 hours or less:


Number of Snapshots < (24:00 - Start Time) / Interval


d. For the Autostart attribute, select Enabled.


e. Select the Snapshot attribute for VSS based (snapshot) backups. 


f. For the Snapshot Policy attribute, select a snapshot policy:


– The Number of Snapshots attribute works in conjunction with the Group 
Resource Interval and Start Time attributes.


– The value for the Start Time and Interval attributes must allow the specified 
number of snapshots to be created in a 24-hour period.


g. For the Snapshot Pool attribute, select a pool that was created for the snapshot.


5. Click the Advanced tab:


a. For the Interval attribute, specify the time interval at which a snapshot is created. 
The Interval attribute works in conjunction with the following:


– The backup group Start Time attribute


– The snapshot policy Number of Snapshots attribute. 


b. Ensure that Restart Window attribute value is set to 00:01.


c. Set the Client Retries attribute to 0 (zero). This value specifies the number of times 
the NetWorker software attempts to back up a failed client.


6. Click OK to create the backup group.


After you have started a snapshot of a save group, do not interrupt or halt the snapshot 
process. For example, in an Exchange Server backup, the nsrsnap_vss_save.exe process 
on the production server and the eseutil process on the proxy may continue to run after 
the snapshot is halted. 


Any attempt to stop a group in the NetWorker Management Console takes a long time to 
complete. 


Configure a client resource


A NetWorker client is a resource configured on the NetWorker server. This resource defines 
the following information:


◆ Client data to back up


◆ Backup schedule for the client


◆ Browse policy for the backup data


◆ Retention policy for the backup data
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For each client resource, the NetWorker server does the following:


◆ Maintains the client resource information, including entries in the online client file 
index and media database.


◆ Contacts the clients listed in a backup group configured on the server.


◆ Performs the scheduled backups when a client request is received.


◆ Restores the data upon request from the client.


You can create multiple client resources for the same NMM client host. In this way, you can 
apply different backup attributes to different types of information on the same host.


Viewing valid application data save sets
When configuring a client resource, you must type the save sets in the Save Set attribute 
of the client resource. 


To display a list of the application data save sets that are available for backup:


1. Open a command prompt on the application server.


2. Type the nsrsnap_vss_save -v -? command. The respective user guides for each 
application lists the available save sets. 


3. Press Enter. 


Each line of output corresponds to a save set entry that you can add to the Save Set 
attribute of a client resource. Each entry that you add to the Save Set attribute must be 
typed on a separate line.


URL encoding for save sets
When specifying save set names in the Save Set attribute of the client resource, if a save 
set contains the following special characters, the backup fails:


◆ <


◆ >


◆ $


◆ '


◆ "


◆ &


◆ /


◆ \


These special characters are not supported for NMM backup operations and must be 
specified by their URL-encoded values. These characters are often used in Asian 
languages.
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Table 18 on page 78 lists the most commonly used special characters and their URL 
values.


Using the NetWorker Management Console to create a client resource
Although the general process for configuring a client resource is the same for all 
applications or systems and is done by using the NetWorker Management Console, there 
may be some differences in the settings and requirements specific to some applications. 
These settings and requirements are described in the Scheduled Backup chapters of each 
application user guide. 


The client resource is configured from the NetWorker Management Console either by:


◆ Entering the details manually in the Client Properties page


◆ Using the Client Configuration Wizard


Manually create a client resource


To manually create a client resource:


1. In the Administration page of the NetWorker Management Console, click 
Configuration. 


2. In the expanded left pane, select Clients to view all the clients that have been already 
created.


The Clients table with a list of clients displays.


3. Right-click Clients in the navigation tree or right-click any client in the Clients table, 
and select New. 


Table 18  Special characters and their URL-encoded values


Special 
character URL-encoded value


Special 
character URL-encoded value


\ %5C ? %3F


/ %2F ] %5D


" %22 [ %5B


% %25 } %7D


# %23 { %7B


& %26 ^ %5E


< %3C ‘ %60


> %3E | %7C
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The Client Properties window appears, as shown in Figure 18 on page 79. 


Figure 18  General tab in NMC 


4. In the General tab, complete the attributes:


a. In the Name attribute, type the Fully Qualified Domain Name (FQDN) of the client:


– The client must be a fully qualified host to be a NetWorker deduplication client


– The host must run an operating system that supports deduplication. 


b. In the Comment attribute, type a description.


c. For the Browse Policy attribute, select a browse policy from the list. The browse 
policy determines the time period during which the rolled-over data is available for 
quick access.


d. For the Retention Policy attribute, select a retention policy from the list. The 
retention policy determines the time period during which the rolled-over data is 
available, although not necessarily quickly. 


e. Select the Scheduled Backups attribute. A recommended backup schedule for 
deduplication clients depends on whether your priority is faster backups or faster, 
less complicated recoveries. 


f. The Client direct option is selected by default. If you do not want to use this option 
then clear the option. 


Note: The client direct functionality is only available when using a Data Domain 
device or an AFTD device.


g. In the Save Set attribute, specify the save set name for the specific application that 
is being backed up.
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h. In the Group attribute, select the group for the client resource:


– Ensure that the deduplication client has been assigned to a group that contains 
only deduplication clients. 


– Do not mix regular and deduplication clients within a group. 


5. Click the Apps & Modules tab, as shown in Figure 19 on page 80: 


Figure 19  Apps & Modules tab with Deduplication attribute


a. In the Access area, leave the Remote user and Password fields empty.


b. In the Backup command attribute, type the backup command:


nsrsnap_vss_save.exe 


c. In the Application Information field, add parameters required for the particular 
application. 


d. In the Deduplication area, select the option for deduplication if using Avamar or 
Data Domain for data deduplication.


6. In the Globals (2 of 2) tab, use the settings and requirements as described in the 
scheduled backup chapter for each application in the respective user guide.


7. Click OK.


You can edit a client resource after it has been created: 
— Right-click the client in the Clients table.
— Select Properties.


Using the Client Configuration Wizard


You can use the Client Configuration Wizard to create client resources for VSS based 
backups of Hyper-V, SharePoint Server, and Exchange Server. The Client Configuration 
Wizard is not available for creating client resources for VSS based backups of SQL Server 
and Active Directory.
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The Client Configuration Wizard configures the client resources by fetching the details 
from the configuration setup and displays the details in a summary page. To use the Client 
Configuration Wizard option from the NetWorker Management Console, you must 
installed:


◆ NetWorker server 8.1 or later


◆ NetWorker Management Console server 8.1 or later


◆ NetWorker client 8.1 or later 


To create a client resource by using the Client Configuration Wizard:


1. In the Administration page of the NetWorker Management Console, click 
Configuration.


2. In the expanded left pane, select Clients.


3. From the File menu, select New, and then the Client Backup Configuration option.


The settings and requirements are described in the scheduled backup chapter for each 
application in the respective user guide.
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Additional considerations when backing up a clustered NMM 
client


To configure a virtual NMM client for backup, complete all the tasks required to back up a 
normal NMM client, as described in “Configuration tasks” on page 68.


However, there are some additional considerations that you must be aware of when 
configuring a client resource for a clustered NMM client. Table 19 on page 82 outlines 
these considerations.


Table 19  Additional considerations for backing up a clustered NMM client 


Backup task Details


Configure a client resource • For each virtual server that is being backed up.
• For each physical node in the cluster on which the virtual 


server can run.
For each client resource, type the names of the physical nodes 
of the cluster in the Remote Access attribute.


Configure NetWorker 
administrator privileges


• For each physical node in the cluster.
• For each proxy client in the cluster.


Configure a proxy client If a hardware provider such as the EMC VSS Provider is being 
used, a proxy client must be configured for a clustered NMM 
client.


Do not use the pathownerignore 
functionality


This restriction is not enforced by NMM. Ensure that 
ansr\bin\pathownerignore file is not used or set. In some 
circumstances, during backup, the path owner may be ignored 
by NMM and the data from a clustered disk is backed up under 
the indexes of the physical node. However, the recovery of the 
data fails. 


Clustered disks must be backed up under a virtual cluster 
client.


Cluster failover and backups If a node within a cluster fails during backup, the backup fails. 
The next scheduled backup operation is the next valid backup.
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Best practices and recommendations
Table 20 on page 83 lists the recommendations to follow when backing up application 
data.


Table 20  Best practices and considerations for application backups


Consideration Best practice


Define different schedules for protecting the 
following:
• The operating system
• The application that is to be backed up


For application servers, such as SQL Servers or Exchange Server, back up the server 
application data under a schedule different than the host operating system data and 
volumes. 
Typically, application data is backed up several times a day while operating system 
data and volumes are backed up less frequently. 
To accomplish this task: 
1. Create a separate backup group, snapshot policy, and client resource for the 


following:


•Server application data
•Volumes and operating system data


2. Assign the appropriate snapshot policy and client resource to each backup group.


Move an NMM client to a different NetWorker 
server


An NMM client should be protected by only one NetWorker server. Do not set up 
scheduled backups for a NMM client on multiple NetWorker servers. In case the 
NMM client is installed on a NetWorker server other that the one that is set up for 
scheduled backups, you can move the move the NMM client.
To move a NMM client to a different NetWorker server:
1. On the NMM client:


a. Open the NMM client software.
b. Manually delete any snapshots for the client. 
Before you delete the snapshots, you can manually roll them over to a 
conventional backup. In this way, the data in the snapshot can be recovered.


2. On the NetWorker server that you are moving from, disable or delete the client 
resources that are set up for the NMM client. You can disable a client resource for 
scheduled backup by clearing the Scheduled backup attribute in the client 
resource.


On the NetWorker server that you are moving to, set up scheduled backups for the 
NMM client. 


Installation path for application server 
program


Do not install application server program files on the same volume as the 
application’s database files and the log files.


Enable the recovery of SQL Server data If SQL Server Writer service is disabled, you can enable the recovery of all SQL data 
by performing the following:
1. Re-enabling the SQL Server writer service.


2. Backing up the SQL Server. This enables you to recover all SQL data.


Perform a full backup for Exchange Server When the following occurs: 
• If a Exchange recover operation has been performed. 
• If a Exchange Service Pack has been installed.


When database names contain French and 
Spanish characters, successful backups of 
database are possible when the database 
name in the save set is entered manually.


French and Spanish characters are not printed in the command prompt on Windows. 
This is a Windows operating system issue.


Backup fails when the output generated using the nsrsnap_vss_save.exe -? 
command is used for French or Spanish character database name. This is because 
the output is not a valid component. 
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Overview
NMM supports deduplication for system provider and cluster configurations.


NMM does not support deduplication for AES Encryption, cloning and staging, and 
compression.


This section provides the following information:


◆ “Software requirements” on page 86


◆ “Supported operating systems” on page 86


◆ “Supported Microsoft applications” on page 87


◆ “Supported applications for single and multi streams when using Avamar” on page 87


The NetWorker Software Compatibility Guide contains additional and the most up-to-date 
information about NMM compatibility. 


Because the data deduplication process in NetWorker Module for Microsoft (NMM) 
requires Avamar and NetWorker installation and configuration, we recommend that you 
review the listed documentation in “Related documentation” on page 88 for details about 
Avamar and NetWorker installation and configuration for more information.


Software requirements 


For NMM to leverage the NetWorker Avamar integration support, the following software is 
required:


◆ NetWorker Server 7.6 SP3 or later


◆ NetWorker storage node 7.6 SP3 or later


◆ NetWorker client 8.1 or later


◆ Avamar Axiom 4.0 SP2 or later


Supported operating systems


NMM supports deduplication with Avamar on the following operating systems:


◆ Windows Server 2008 R2 (x86, x64)


◆ Windows Server 2008 (x86, x64)


◆ Windows Server 2012 (x64)
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Supported Microsoft applications 


NMM supports deduplication on the following Microsoft applications:


◆ For VSS backups:


• Active Directory 


• Exchange Server 2013 CU1 (x64)


• Exchange Server 2010 (x64)


• Exchange Server 2007 (x64)


• SharePoint Server 2013


• SharePoint Server 2010


• SharePoint Server 2007 (x86, x64) 


• Windows Server 2012 with Hyper-V


• Windows Server 2008 with Hyper-V


◆ For both VSS and VDI backups:


• SQL Server 2012 (x64)


• SQL Server 2008 R2 SP1 (x64, x86)


• SQL Server 2008 SP3 (x86, x64)


• SQL Server 2005 SP4 (x86, x64)


Data deduplication with Avamar is not supported for Active Directory granular backup and 
recovery.


Supported applications for single and multi streams when using Avamar


Table 21 on page 87 lists the Microsoft applications for which single and multi stream 
support is available when using Avamar.


Table 21  Single and multi streams support to and from Avamar (page 1 of 2)


Microsoft Applications


To Avamar From Avamar


Single 
stream


Multi 
stream


Single 
stream


Multi 
stream


Exchange Server 2013 (x64) ✔ ✔ ✔ X


Exchange Server 2010 (x64) ✔ ✔ ✔ X


Exchange Server 2007 (x86, x64) ✔ ✔ ✔ X


SharePoint Server 2013 ✔ ✔ ✔ X


SharePoint Server 2010 ✔ ✔ ✔ X


SharePoint Server 2007 SP2 ✔ ✔ ✔ X


SQL Server 2012 (x64) (VDI) ✔ ✔ ✔ X
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If you are using both, Avamar data deduplication support and stripes support for SQL 
Server VDI backup and recovery, ensure that the save streams value is less than or equal 
to four. 


Related documentation
Extensive documentation for the Avamar server and NetWorker server setup and 
configuration is available for download at support.emc.com:


◆ The white paper: Efficient Backup and Recovery with EMC Avamar Deduplication 
Software and Systems — This white paper provides a technical overview of EMC 
Avamar backup and recovery software and systems with integrated global, source 
data deduplication technology. It includes an in-depth look at the Avamar 
architecture, data deduplication technology, key applications, and deployment 
options.


◆ The Avamar System Administration Manual — This document describes how to 
administer an operational Avamar 6.0 system following successful installation, setup, 
and configuration. 


◆ The NetWorker Administration Guide — This document describes how to create a 
deduplication storage node.


SQL Server 2008 R2 (x64, x86) (VDI) ✔ ✔ ✔ X


SQL Server 2008 SP1 (x64, x86) 
(VDI)


✔ ✔ ✔ X


SQL Server 2008 (x64, x86) (VSS) ✔ ✔ ✔ X


SQL Server 2005 (x86, x64) (VSS) ✔ ✔ ✔ X


SQL Server 2012 (x64) (VSS) ✔ ✔ ✔ X


SQL Server 2008 R2 (x64, x86) (VSS) ✔ ✔ ✔ X


SQL Server 2008 SP1 (x64, x86) 
(VSS)


✔ ✔ ✔ X


SQL Server 2008 (x64, x86) (VSS) ✔ ✔ ✔ X


SQL Server 2005 (x86, x64) (VSS) ✔ ✔ ✔ X


Hyper-V ✔ ✔ ✔ X


Table 21  Single and multi streams support to and from Avamar (page 2 of 2)


Microsoft Applications


To Avamar From Avamar


Single 
stream


Multi 
stream


Single 
stream


Multi 
stream
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Utilizing the Avamar data deduplication capabilities
NetWorker leverages the data deduplication capabilities of Avamar Data Stores, to solve 
the challenges associated with traditional backup, enabling fast, reliable backup and 
recovery for remote offices, and data center LANs. 


Data deduplication is a key feature of the Avamar system. Data deduplication ensures that 
each unique sub-file, variable length object is stored only once across sites and servers. 
This feature greatly reduces network traffic and provides for enhanced storage efficiency 
on the server.


During backups, the Avamar client:


1. Examines the NetWorker client file system and applies the data deduplication 
algorithm that identifies redundant data sequences and breaks the client file system 
into sub-file, variable length data segments. 


2. Assigns each data segment a unique ID. 


3. The client software then determines whether or not this unique ID has already been 
stored on the Avamar server. 


4. If this object resides on the Avamar server, a link to the stored object is referenced in 
this backup.


After an object has been stored on the server, it is never resent over the network, no 
matter how many times it is encountered on any number of clients.


The integration of Avamar in NMM provides deduplication for Microsoft applications 
through the familiar NetWorker features and GUI. This integration provides the ability to 
perform the following:


◆ Configure deduplication for a NMM client resource in NetWorker Management Console 
(NMC) — The deduplication backup settings are part of the client resource 
configuration GUI. 


◆ Perform deduplication backup at snapshot rollover time — When deduplication is 
selected in the client resource, NMM automatically performs deduplication during the 
backup. No separate or additional user input is required to perform deduplication.


◆ Perform deduplication recover — The process for recovering data from a deduplication 
node is the same as that for recovering from a storage node. 


File and data sizes vary between applications, so Avamar optimizes compression by 
analyzing the data in the save set and by using the best chunking size for that data. 


Avamar and NetWorker server configuration
Before an NMM backup client can be configured to use Avamar deduplication, the Avamar 
server and NetWorker server must be set up to receive deduplication data and process 
backups. 


The following topics provide the required information:


◆ “Configure the Avamar and the NetWorker server” on page 90


◆ “Query deduplication save sets by using mminfo” on page 90
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Configure the Avamar and the NetWorker server 


To configure Avamar and the NetWorker server to receive deduplication data and process 
backups:


◆ For the Avamar server:


a. Set up and configure the Avamar server.


b. Create deduplication nodes on the Avamar server. Perform this task through the 
Avamar user interface.


Ensure that:


– The NetWorker client and NetWorker server are configured with the same 
Avamar node before the backup is started.


– The Avamar node is available to receive the backed up data.


– The license for the Avamar node has not expired.


The Avamar documentation contains the required information.


◆ For the NetWorker server, configure deduplication node settings on the NetWorker 
server by using the NetWorker server’s administration interface. 


Ensure that the Domain Name System (DNS) between the nodes is resolved for 
NetWorker deduplication node and the NMM hosts. 


The NetWorker Administration Guide provides more information about configuring the 
deduplication node. 


Query deduplication save sets by using mminfo


You can use the mminfo command to query information about save sets created when 
using deduplication. To limit the output of mminfo command to only those save sets 
created when using deduplication, use the -q dedupe option. 


For example, to query deduplication save sets for the local host, use the following 
command:


mminfo -S -q dedupe


The mminfo -S -q dedupe command does not list the following information:


◆ Empty save sets


◆ Save sets in which nothing was backed up as the result of a skip schedule


These save sets are treated as regular save sets, not as deduplicated save sets.


The process for deleting deduplication save sets is performed on the NetWorker and 
Avamar servers, and is described in the NetWorker Administration Guide.
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Configuring a client resource
A deduplication save set is treated as a regular NetWorker save set, although the backup 
data has two parts: 


◆ Metadata (hash info)


◆ The backed-up client data


Only the metadata is stored on a NetWorker storage node. The backed-up client data is 
stored on a deduplication node (Avamar server). The metadata can be cloned in the usual 
manner, while a copy of the backed-up data can be replicated on another deduplication 
node.


Requirements or considerations


When configuring a NMM client resource for deduplication, there are several special 
requirements or considerations:


◆ Perform a full backup after enabling deduplication — When a NMM deduplication 
client is backed up for the first time after deduplication has been enabled, a full 
backup of the client data must be performed. Subsequent backups of the client then 
take advantage of deduplication to back up only those data segments that have 
changed since the previous backup. The exception to this is that full deduplication 
backups always include a complete backup of the index. 


Note: If the deduplication node for an existing deduplication client is changed or if 
another type of client is upgraded to a deduplication client, a new full backup of the 
client data must be performed, regardless whether the most recent backup performed 
was a full backup.


The initial full backup of a deduplication client takes longer than a regular backup of 
the same client data due to the initial overhead involved in deduplicating the data. All 
subsequent deduplication backups benefit from the fact that now only the data 
segments (not files) that have changed since the previous backup are backed up. 
However, the choice of subsequent backup levels, depends on what is more important 
to the user: backup performance or recovery performance. Deduplication clients 
should use backup schedules that support that priority.


Deduplication backups must be scheduled to avoid the deduplication node's 
read-only periods. The Avamar server documentation provides more information 
regarding the read-only periods and backup level strategies.


◆ Perform a full backup followed by daily incremental backups — For faster backups and 
longer recoveries:


• The daily incremental (Level 1) deduplication backups take significantly less time 
than daily regular incremental backups and even less time than daily full 
deduplication backups. 


• After 1 week of backups, this schedule results in slightly longer recovery times, 
due to the latency involved in restoring seven backup images (the initial full 
backup, followed by applying each incremental backup to the full backup).

Configuring a client resource 91







Data Deduplication with Avamar

◆ Perform a full backup followed by daily full backups — For longer backups and faster 
recoveries: 


• After the initial full backup, daily full deduplication backups take only slightly 
longer than regular daily incremental backups. 


• After 1 week of backups, this schedule results in much shorter recovery times, 
since only a single backup image must be recovered.


◆ Set retention policies — If a volume contains one or more deduplication save sets, the 
resource for the deduplication node that was used to create the backup must exist 
when the save sets pass their retention policy. 


If the resource for the deduplication node is deleted, the volume cannot be recyclable 
or relabeled. When the retention time of the deduplication save sets is complete, the 
NetWorker server begins deleting the deduplicated data from the deduplication node. 
Therefore, you cannot recover deduplication data by using the scanner program after 
the retention time of a deduplication save set is complete.


The NetWorker Administration Guide provides more information about retention 
policies, and the save set recover and scanner programs. 


◆ Set up a group — When setting up a group:


• Assign the deduplication client to a group that contains only deduplication clients. 


• Do not place both regular and deduplication clients in the same groups. 


• All deduplication clients in the same group must have the same deduplication 
node setting. 


• Do not mix regular and deduplication clients within a group.


“ Set up a backup group” on page 74 provides information about creating backup 
groups.


◆ Tape backups of deduplication data — Create a second instance of the client to be 
backed up. Do not configure the second instance as a deduplication client. 


If you are using multiple backup schedules, ensure that the backup level is set to full 
for all groups. This is required because the backup level and the last backup time are 
calculated by using both the group name and save set name, and the groups would 
interfere with each other. 


When using data deduplication:
— Directives and media pools are not supported.
— Cloning of deduplication backups is handled differently from that of regular backups. 
Only the metadata is stored on a NetWorker storage node, while the backed up data is 
stored on a deduplication node. 
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Create a client resource


Contact EMC Customer Support to configure the deduplication nodes on the Avamar 
server side. Once that has been done, you can create access to them from the NetWorker 
side. The NetWorker Avamar Integration Guide provides information on how to create a 
NetWorker deduplication node.


When NMM is installed, it automatically includes support for deduplication. 


There are special considerations for the following scenarios:


◆ An Exchange client running on a passive node in a CCR environment.


◆ An Exchange 2013 or 2010 client running DAG.


The NetWorker Module for Microsoft for Exchange VSS Release 3.0 User Guide provides 
details.


To configure a client resource:


1. Create a client resource. “Configure a client resource” on page 76 provides details.


2. Edit the client resource:


a. Right-click the client in the Clients table.


b. Select Properties. 


The Client Properties window appears.


3. In the Apps & Modules tab, as shown in Figure 20 on page 94, in the Deduplication 
area:


• Select the Avamar deduplication backup attribute to enable this client for 
deduplication backups.


• From the Avamar Deduplication node menu, select the name of the deduplication 
node to which this client’s backup data will be sent. This is the deduplication node 
created in “Configure the Avamar and the NetWorker server” on page 90. All clients 
in a group must have the same deduplication node value. 
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Do not select the name of a replication node here. This step links this client with its 
own deduplication node. Also, if the deduplication node for this client’s backup 
data changes, the next backup done must be a level 0 (full) backup.


Figure 20  Apps & Modules tab with Deduplication attribute


4. Click OK.


Recovering deduplicated data 
The process of recovering data from a deduplication node is the same as that for 
recovering from a storage node. 


However, there is an underlying difference in where the information is kept. Only the 
metadata, which is hash information, is stored (or cloned or staged) on a NetWorker 
storage node. The backed up data from a deduplication client is stored on a deduplication 
node that is an Avamar server. Both the deduplication node and the volume on the 
recovered side must be online during the recovery of deduplicated data.


Under some conditions, if recovery from the primary deduplication node fails, 
autorecovery uses a replication node. The NetWorker Administration Guide provides 
detailed information about recovery from a replication node.
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Overview
This section provides the following information:


◆ “Software requirements” on page 96


◆ “Supported operating systems” on page 96


◆ “Supported Microsoft applications” on page 96


Software requirements 


For NMM to leverage the NetWorker Data Domain integration support, the following 
software are required:


◆ NetWorker server 7.6 SP3 or later


◆ NetWorker storage node 7.6 SP3 or later


◆ NetWorker client 8.1 or later


◆ Data Domain OS for DD Boost functionality — The DD OS version must be supported by 
NetWorker server installed with NMM 3.0


The NetWorker Software Compatibility Guide contains additional and the most up-to-date 
information about NMM compatibility.


Supported operating systems


The supported operating systems are as follows:


◆ Windows 2012 (x64)


◆ Windows 2008 SP2 (x86, x64)


◆ Windows 2008 R2 (x64)


Supported Microsoft applications


Client-side Domain Boost deduplication support is available for the following 
applications:


For VSS backup and recovery:


• Exchange Server 2013 CU1


• Exchange Server 2010 SP1 or later (x64)


• Exchange Server 2007 SP3 or later (x64)


• SharePoint Server 2013


• SharePoint Server 2010 RTM (x64)


• SharePoint Server 2007 SP2 or later (x86, x64)


• Hyper-V for Windows Server 2008, 2008 R2, and 2012
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• SQL Server 2012 RTM (x86, x64)


• SQL Server 2008 R2 RTM (x86,x 64)


• SQL Server 2008 SP1 or later (x86, x64)


• SQL Server 2005 SP4 or later (x86, x64)


◆ For VDI backup and recovery:


• SQL Server 2012 RTM (x86, x64)


• SQL Server 2008 R2 RTM (x86,x 64)


• SQL Server 2008 SP1 or later (x86, x64)


• SQL Server 2005 SP4 or later (x86, x64)


Client-side Domain Boost deduplication support is not available for Active Directory.


Related documentation
The latest documentation for the Data Domain server and NetWorker server setup and 
configuration is available for download at support.emc.com. 


◆ NetWorker Data Domain Deduplication Devices Integration Guide


◆ NetWorker Administration Guide


Documentation related to the use of Data Domain systems can be found at the Data 
Domain Support Portal (support account required), my.datadomain.com/, including:


◆ Data Domain Software Release Notes


◆ Data Domain Administration Guide


◆ Data Domain Command Reference


◆ Data Domain System Hardware Guide


◆ Installation and Setup Guide for each Data Domain system


◆ Data Domain Initial Configuration Guide


Client-side deduplication backup and recovery
For some types of data, NetWorker Data Domain devices support Client Direct, which 
enables client-side deduplication backup and recovery.


This Client Direct deduplication method has the following advantages:


◆ The client directly writes to a Data Domain device, ruling out the need for a dedicated 
storage node configuration.


◆ Deduplication on the client host reduces the bandwidth for the data transfer.

Related documentation 97



http://support.emc.com

https://my.datadomain.com/





Data Deduplication with Data Domain

Client Direct deduplication enables a NetWorker Data Domain device to be shared among 
multiple hosts. Multiple sessions on a device improves performance without the need to 
create multiple devices, which can impair performance.


Figure 21 on page 98 shows an example environment where Client Direct with DSP is used 
to send deduplicated backup data directly to a NetWorker Data Domain device. The same 
device can also be used by non-Client Direct clients that use the storage node for 
deduplication backup.


Figure 21  Client direct file access deduplication environment


Backup support
The Client Direct feature enables supported NetWorker clients to deduplicate their backup 
data locally and store it directly on a NetWorker Data Domain device, thereby bypassing 
the NetWorker storage node and reducing network bandwidth usage. Because multiple 
clients with Client Direct backup support can share a device by using multiple sessions, 
Client Direct can reduce the number of devices used, thereby reducing the impact on the 
Data Domain system performance and maintenance.


Recovery support
If a supported Client Direct client has access to its NetWorker Data Domain storage device, 
the Client Direct client recovers data directly from the device, regardless of whether Client 
Direct was used for the backup. Because Client Direct bypasses the storage node, 
performance is improved. If the Client Direct client cannot access the data, then the 
recovery process reverts to the traditional method that uses the storage node. The Data 
Domain system converts the stored data to its original non-deduplicated state for the 
recovery.
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Data Domain and NetWorker server configuration
Configuration, monitoring, and reporting of backup and restore operations on NetWorker 
Data Domain devices is provided by the NetWorker Management Console (NMC) portal. 
The NMC server is accessible from any supported remote Internet browser.


The Client Configuration Wizard simplifies the configuration of storage devices, backup 
clients, storage (target) pools, volume labeling, and save set cloning.


Table 22 on page 99 provides the configuration details for Data Domain and NetWorker.


Utilizing the Data Domain Boost data deduplication capabilities
As the data deduplication process in NetWorker Module for Microsoft (NMM) requires Data 
Domain and NetWorker integration and configuration, you must review the documentation 
listed in “Related documentation” on page 97 for details about Data Domain and 
NetWorker integration and configuration.


The NetWorker integration with Data Domain Boost logical storage devices on Data 
Domain systems enables backup data to be deduplicated on a NetWorker storage node 
before it is sent for storage on a Data Domain system. This feature dramatically reduces 
the amount of data that is sent and stored on the Data Domain system and reduces the 
bandwidth used by the storage process.


The DD Boost software enables multiple concurrent storage and recovery operations, 
unlike conventional virtual tape library (VTL), and CIFS or NFS AFTD interfaces on Data 
Domain systems.


DD Boost software consists of the following two components:


◆ The DD Boost library API enables the NetWorker software to communicate with the 
Data Domain system.


◆ The distributed segment processing (DSP) feature enables data deduplication to be 
performed on a NetWorker storage node or other supported host before the data is 
sent to the Data Domain system for storage.


Table 22  Configuration details for Data Domain and NetWorker 


Feature Consideration


Optimized 
cloning


No special procedures or considerations are required for Data Domain 
optimized cloning by NMM. 
The NetWorker Administration Guide and the NetWorker Data Domain 
Deduplication Devices Integration Guide provide details.


Data Domain 
storage node


No special procedures or considerations are required when using Data 
Domain storage node with NMM.
The NetWorker Administration Guide and the NetWorker Data Domain 
Deduplication Devices Integration Guide provide details.


Client-side IO 
optimization 
(Data Domain 
Boost)


“Configuring a client resource” on page 100 provides more information.
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Deduplicated data backups are stored on special NetWorker Data Domain (DD Boost) 
storage devices on the Data Domain system that are accessed by the NetWorker storage 
nodes and server.


Configuring a client resource
When NMM is installed, it automatically includes support for deduplication. 


After the Data Domain server and NetWorker server have been configured for 
deduplication, configure a client resource to use deduplication. A storage node, 
configured with at least one Data Domain device, must exist for client-side IO optimization 
to be possible. For Data Domain Boost backup, ensure that the device used is a Data 
Domain device and that the appropriate enabler has been applied.


To configure a client resource:


1. Create a client resource. “Configure a client resource” on page 76 provides details.


2. Edit the client resource:


a. Right-click the client in the Clients table.


b. Select Properties. 


The Client Properties window appears. 


3. In the General tab, ensure that the Client direct option is selected to use the client 
direct functionality. 


Note: The client direct functionality is only available when using a Data Domain device 
and an AFTD device.
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4. Click the Apps & Modules tab, in the Deduplication area, select the Data Domain 
Backup option as shown in Figure 22 on page 101: 


Figure 22  Apps & Modules tab with Deduplication attribute


5. In the Globals (2 of 2) tab, provide the remote storage node name where the Data 
Domain device is configured. This should be the first or only entry.


During backup, the NMM client:


• Contacts this storage node to obtain the DD device credentials. 


• Establishes connection by using these credentials.


• Sends data directly to the DD system.


6. Click OK.


7. To verify if a backup is successful, use the following command:


mminfo -avot -s server_name -c client_name


where:


• server_name is the name of the NetWorker server


• client_name is the name of NMM client


Recovering deduplicated data 
The process for recovering data from a Data Domain deduplication system is basically the 
same as that for recovering from a traditional storage node. The backed up data from a 
client is stored in a deduplicated state on the Data Domain device. Both the storage node 
and the Data Domain system must be online during the recovery of deduplicated data.


The above is also valid for data that has been backed up using the client side IO feature.
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Overview
In a multihomed environment, NMM supports backup and recovery for the following 
Microsoft applications:


◆ When using VSS technology:


• Exchange Server


• Hyper-V Server


• SharePoint Server


• SQL Server


◆ When using VDI technology: SQL Server


Sample network topology of multihomed environment for backup


There can be several ways of setting up your multihomed environment. Figure 23 on 
page 104 is an example of how a NetWorker multihomed environment can be set up for 
backup. In this example, the NetWorker server authenticates the client through the 
production network, but uses the backup LAN for the data transfer. 


Figure 23  Sample network topology of NetWorker multihomed backup


For cluster virtual clients, the connection from NetWorker server is initiated on the backup 
media production network. But the backup payload flows through the backup network.

104 EMC NetWorker Module for Microsoft Release 3.0 Administration Guide







Multihomed setup for backup and recovery

Requirements
This section contains the following information:


◆ “NIC and IP requirements” on page 105


◆ “Network configuration requirements for NMM client” on page 106


◆ “Network configuration requirements for NetWorker server” on page 107


◆ “Network configuration requirements for NetWorker storage node” on page 108


NIC and IP requirements


Ensure that the following requirements are taken care of when setting up a multihomed 
environment:


◆ A computer has multiple NICs


◆ Each NIC is configured with only one IP address


◆ The IP belonging to any specific NIC resides in a separate subnet or VLAN (The IP 
subnet or VLAN through which the backup traffic is meant to pass is called the backup 
subnet. )


◆ The IP should resolve to one unique hostname per NIC


◆ All the hosts, such as the following that are participating in the backup must have at 
least one NIC (called the backup NIC) configured with an IP address (called backup IP) 
on the backup subnet:


• NetWorker server


• NetWorker storage node


• NetWorker client


◆ The backup IP on any host must always resolve to its FQDN on a backup LAN. This IP 
address to hostname mapping can be implemented in various ways:


• By creating an entry for the backup IP on a backup domain. The backup domain is a 
domain that offers a mechanism to identify backup IPs by names. 


Examples of where and how to configure a backup domain are as follows: 


– Backup domain can be a separate domain hosted on an exclusive DNS server 
on the backup subnet.


– A zone configured on existing DNS server accessible from NMM client. 


This might require customized configurations in the DNS server depending on the 
status of the DNS server, if the DNS server is separate or if the preexisting DNS 
server being used for multi-NIC configuration.


• By updating etc\hosts file with the IP to FQDN mapping.
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◆ To resolve and reach the correct IP address from one host to another, ping for the 
hostnames of NetWorker server, NetWorker storage node, NetWorker client, and The 
FQDNs corresponding to NICs participating in backup. 


◆ Review the DNS server’s records. For each multi-NIC FQDN, there must be a mapping 
for FQDN to IP address in the DNS server's record.


Network configuration requirements for NMM client


Review the following requirements before configuring the NetWorker client’s network in a 
multihomed environment:


◆ The bind order of network interfaces must be as follows:


• Production NIC


• Private NIC, if any, in case of Windows cluster


• Backup NIC


Modify the bind order, if required. To modify the bind order:


a. Click Start > Settings > Control Panel > Network Connections. 


b. In the NetWork Connections dialog box, select Advanced > Advanced Settings.


c. Reset the order of the connections.


◆ For each NIC, set the following:


• DNS server address as the only corresponding DNS server IP address. 


There should always be one entry per NIC and that is the DNS server IP of the 
domain where this backup IP has an entry. For example, if the DNS server of 
backup-domain.com is hosted on 192.168.8.5, the backup NIC on NMM client 
should have only one entry, that is 192.168.8.5.


• DNS suffix for this connection as the corresponding suffix.


Note: Do not use the Append these DNS suffixes (in order) attribute.


Figure 24 on page 107 displays the NIC settings.
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Figure 24  NIC settings


To configure these settings:


1. Click Start > Settings > Control Panel > Network Connections.


2. Open the Network Connections.


Network configuration requirements for NetWorker server


Review the following requirements before configuring NetWorker server’s network in a 
multihomed environment:


◆ The minimum requirement is that the NetWorker server must have a backup IP, which 
is essentially an IP address for a NIC on backup subnet. This backup IP should also 
resolve to a unique FQDN on backup domain. 


The backup NIC configuration on NetWorker server should follow the guidelines in 
“Network configuration requirements for NMM client” on page 106. 


◆ If a NMM client is a cluster virtual server and is identified by an FQDN in production 
domain:


• The NetWorker server must have access to the production subnet through another 
NIC. 


• The NetWorker server should be able to resolve the production FQDN of cluster 
virtual server. In such cases, the NetWorker server needs at least two NICs, one on 
backup subnet and the other on production subnet.
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Network configuration requirements for NetWorker storage node


The only requirement for a NetWorker storage node is a backup IP, which is essentially an 
IP address for a NIC on backup subnet. This backup IP should also resolve to a unique 
FQDN on backup domain. 


The backup NIC configuration on NetWorker storage Node should follow the guidelines in 
“Network configuration requirements for NMM client” on page 106. 


Configuring a client resource
Perform a client resource in a multihomed environment:


1. Create non-clustered clients with backup domain FQDN. For example:


nmmclient.backupdomain.com


2. Update each client resource for the following with corresponding hostname entry in 
the Alias attribute of the Globals (1 of 2) tab: 


• NetWorker server


• NetWorker storage node


• NMM client 


Note: The production domain FQDN should be present in the aliases list


3. Ensure that all clients have the following attribute set as the backup domain FQDN of 
NetWorker server in the Globals (1 of 2) tab:


Server network interface


4. Create an NMM client for the cluster virtual server with either of the following:


• NetBIOS name


or


• Production domain FQDN 


5. If you are using the NetBIOS name, ensure that the following attribute is enabled for 
the production NIC on the NetWorker server:


NetBIOS over TCP/IP


6. Ensure that all clients have the following attribute set to backup domain FQDN of the 
storage nodes in the Globals (2 of 2) tab:


Storage nodes
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Overview
The way Active Directory is backed up and recovered in NMM 3.0 is different from how it 
was done in the previous NMM releases. The backup and recovery processes have been 
simplified in NMM 3.0. From NMM 3.0 onwards, backup and recovery of file system, and 
recovery of system state backups must be performed by using NetWorker.


Review the sections before performing Active Directory backup and recovery by using 
NetWorker Module for Microsoft (NMM): 


◆ “Types of supported backup” on page 110


◆ “Types of supported recovery” on page 110


◆ “Active Directory objects for granular backup and recovery” on page 110


NMM 3.0 does not support data deduplication for Active Directory.


Types of supported backup


NMM supports granular backup of Active Directory at full and incremental levels.


Types of supported recovery


NMM supports granular recovery of Active Directory, which is recovery of individual Active 
Directory objects or object attributes. 


Active Directory objects for granular backup and recovery


NMM supports granular backup and recovery of the following Active Directory objects:


◆ Users


◆ Groups


◆ Organizational units


◆ Computer


◆ Contact


◆ InetOrgPerson


◆ Shared folder


◆ MSMQ queue alias 
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Performing an ADAM scheduled backup
To create a client resource for ADAM full backup:


1. In the Administration page of the NetWorker Management Console, click 
Configuration.


2. In the expanded left pane, select Clients.


3. From the File menu, select New.


4. In the General tab, complete the following attributes:


a. In the Name attribute, type the fully qualified hostname of the NetWorker client.


b. In the Comment attribute, type a description. 


If you are creating multiple client resources for the same NetWorker client host 
computer, use this attribute to differentiate the purpose of each resource.


c. For the Browse Policy attribute, select a browse policy from the list. The browse 
policy determines the time period during which the rolled-over data is available for 
quick access.


d. For the Retention Policy attribute, select a retention policy from the list. The 
retention policy determines the time period during which the rolled-over data is 
available, although not necessarily quickly.


e. Select the Scheduled Backups attribute.


f. In the Save Set attribute, specify APPLICATIONS:\ADAM <instance_name> Writer for 
ADAM Writer backup. 


g. For the Group attribute, select the backup group to which this client resource will 
be added. Ensure that:


– The Snapshot attribute is selected.


– A snapshot policy is selected in the Snapshot Policy attribute. 


– A pool is selected in the Snapshot Pool attribute.


If client resources for the same NMM client host are added to different backup 
groups, ensure that the Start Time attribute for each backup group is spaced such 
that the backups for the host’s client resources do not overlap.


h. For the Schedule attribute, select a backup schedule.


5. Click the Apps & Modules tab:


a. In the Backup command attribute, type the command nsrsnap_vss_save.exe.


b. In the Application Information attribute, type NSR_SNAP_TYPE=VSS.


6. In the Globals (1 of 2) tab, 


a. In the Aliases attribute, validate that the NETBIOS name for the client is present. 
This option is automatically populated by NetWorker when name resolution is 
configured. If the NETBIOS name is not present, add the NETBIOS name for the 
client. 
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NMM client uses the host machine NETBIOS or “short” name when connecting to 
the NetWorker server to browse backups. If the NETBIOS name is not found, NMM 
does not display backups. 


b. Complete the other attributes as required.


7. In the Globals (2 of 2) tab, if the NMM client is part of a cluster, type the names of the 
physical nodes of the cluster in the Remote Access attribute.


8. Click OK.


Performing Active Directory or ADAM granular backup
A granular backup of Active Directory or ADAM does not use snapshot technology 
(non-VSS). Instead, the backup is routed directly to a granular backup medium:


◆ A traditional granular Active Directory backup enables you to recover individual 
objects and object attributes. 


◆ A granular ADAM backup enables you to recover individual application partitions. 


“Active Directory objects for granular backup and recovery” on page 110 provides the list 
of Active Directory objects that can be backed up by using NMM. The Microsoft website 
provides more information about Active Directory objects and attributes.


IMPORTANT


Take a full level backup after:
— Changing the properties or main attributes of an object.


Or
— Deleting and then recreating a security group.


Recommendations for Active Directory granular backup


Consider the following guidelines before performing a granular Active Directory backup:


◆ System-only attributes are not backed up with Active Directory objects. These 
attributes are recovered through tombstone reanimation.


◆ Changing the system date and time to an older date in the domain controller is not 
recommended. 


Each item in Active Directory is marked by time. Active Directory uses time to resolve 
any data conflicts. Recovery of a deleted object by the NMM client fails if the date and 
time are changed after the objects have been backed up. If a change in the system 
date or time is necessary, immediately take a full backup of the domain.


◆ The Group Policy object exists in two places: 


• As an Active Directory object in the Group Policy Container.


• In the Windows registry. 
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Many of the settings that can be edited from the Group Policy Management Console 
actually reside in the system registry and not in Active Directory. Therefore, if these 
values are changed after a backup is performed, a recovery does not restore the 
attribute values and the system values take precedence. To restore the attribute 
values, a recovery of SYSTEM COMPONENTS is required by using NetWorker.


◆ A restored user account is automatically disabled and the pwdLastSet attribute is not 
recovered for security. A new password must be set after a user account is recovered.


◆ A change to an object’s memberOf attribute is reflected in the owner object of that 
group and not in the object itself. 


For example, if a user is added to the Guests group, the Guests group object is 
modified, not the user object. If an incremental backup is performed, the Guests 
object and not the user object, is included in the backup.


◆ The rootDSE object is dynamic when created. ADAM lists the connection and the 
primary registered partition. When a binding is requested on the rootDSE object, 
ADAM returns the value of the default Naming Context. On a domain controller, this is 
always the Domain Naming Context. Reserve port 50000 for backups of ADAM 
partitions. For Active Directory, use standard LDAP port 389.


◆ Many configuration settings are stored in Active Directory, but LDAP cannot always be 
used to modify them. Also, some items stored in Active Directory are references to 
objects that are managed by other applications. The appropriate APIs must be 
employed to modify them.


Configuring Active Directory or ADAM granular backups 


Do not configure a proxy client for granular ADAM or Active Directory backups.


To configure an Active Directory or ADAM granular backup, perform the following task: 


◆ “Set up local Windows SYSTEM account as an ADAM administrator” on page 113


◆ “Configure a pool for backup operations” on page 114


◆ “Set up a backup schedule” on page 116


◆ “Set up a backup group” on page 116


◆ “Configure a client resource” on page 117


◆ “Grant NetWorker administrator privileges” on page 119


Set up local Windows SYSTEM account as an ADAM administrator


This task is required only for granular ADAM backups. Skip this task for granular Active 
Directory backups.
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The ADAM server, which is also an NMM client, relies on the NetWorker client’s nsrexecd 
service to spawn the required binaries to perform a backup. The nsrexecd service and 
other binaries run under the Windows SYSTEM account. To ensure that these binaries can 
access ADAM data, provide the Windows SYSTEM account access rights to each instance 
on the ADAM server.


To set up the Windows SYSTEM account with permissions on the local ADAM server:


1. Open the ADAM ADSI Edit utility. The ADAM ADSI Edit utility is available with ADAM 
SP1.


2. Connect to the ADAM instance.


3. In the Connection Settings dialog box, select Well-known naming context and 
Configuration from the menu.


4. Type the port number (typically 50000) of the ADAM partition in the Port field and then 
click OK. 


5. In the left pane, select CN=Roles.


6. In the right pane, right-click CN=Administrators and then select Properties. 


7. In the CN=Administrators Properties dialog box, select the Member Attribute from the 
attributes list, and then click Edit.


8. Click Add Windows Account and add the ADAM server name.


9. Save your changes.


10. Repeat this procedure for each ADAM instance that you want to back up.


Configure a pool for backup operations
The NetWorker Administration Guide provides more detailed information about 
performing the tasks included in this section.


This section includes the following tasks:


◆ “Configuring a device” on page 114


◆ “Configuring a label template” on page 115


◆ “Configuring a backup pool” on page 115


◆ “Labeling the device” on page 116


Configuring a device


Configure a media device for snapshot metadata. Configure a tape, file, or advanced file 
type device. For best performance, configure a file or advanced file type device so that 
data can be recovered without the potential delay associated with retrieving a tape.


To configure a device:


1. In the NetWorker Administration page of the NetWorker Management Console, click 
Devices on the taskbar.


2. In the expanded left pane, select Devices.


3. From the File menu, select New.
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4. In the Name attribute, replace the default name with the path and name of the device:


• If the device is configured on the NetWorker server’s storage node, the name is the 
simple device path. For example, C:\tmp\d0 for a file type device. 
A tape device would have a format similar to \\.\Tape0.


• If the device is configured on a remote storage node, the name must indicate that 
the storage node is remote by including rd= and the name of the remote storage 
node in the device path. 


For example, if the remote storage node is neptune, then the device path might be 
rd=neptune:c:\tmp\d0.


5. In the Comment field, specify a comment for the device.


6. From the Media Type attribute, select the appropriate media type.


7. Select the Auto Media Management attribute.


8. Click Configuration.


9. In the Target Sessions attribute, type or select a value and click OK. 


Set this attribute to a value that will speed up the backup. The default value is 4, and 
the maximum value is 512. 


Configuring a label template


Labels identify the kind of data that is stored on the volumes in a backup pool. Label 
templates define a naming convention for labels. Create a label template for volumes that 
are used to contain snapshot metadata.


To configure a label template:


1. In the Administration page of the NetWorker Management Console, click Media. 


2. In the expanded left pane, select Label Templates.


3. From the File menu, select New.


4. In the Name attribute, type a name that identifies the series of labels as belonging to 
volumes for metadata.


5. In the Comment attribute, specify a comment for the label.


6. In the Fields attribute, specify a text name such as Metadata and on a separate line, 
specify a numeric range such as 001-999 or a text range such as aa-zz. 


These attributes are used to incrementally identify each label.


7. Click OK.


Configuring a backup pool


Ensure that the backup pools for granular Active Directory or ADAM backups are different 
from the backup pools for NMM client backups that include snapshots. In this way, you 
can sort granular Active Directory and ADAM backups from other backups.


First create a backup pool to store the save sets that contain metadata and then configure 
the backup pool.
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To configure a backup pool:


1. In the Administration page of the NetWorker Management Console, click Media.


2. In the expanded left pane, select Media Pools.


3. From the File menu, select New.


4. For the Name attribute, type a name that matches the label template.


5. In the Comment attribute, specify a comment for the pool.


6. Select the Enabled attribute.


7. For the Pool type attribute, select the backup pool type.


8. For the Label template attribute, select the matching label template.


9. Perform either of the following steps:


• Click the Selection Criteria tab, and specify an NMM client for the Clients attribute. 
A value must be typed for this attribute if you choose not to specify groups in the 
Groups attribute.


• For the Groups attribute, select the applicable backup groups. 


10. In the Devices attribute, select each device that can accept backups for this pool.


11. Click OK.


Labeling the device


Before a device can be used for backup, it must be labeled.


To label a device:


1. In the Administration page of the NetWorker Management Console, click Devices.


2. In the right pane, right-click the name of the device and select Label.


3. In the Pool attribute, select the backup pool that was created.


4. Select the Mount after Labeling attribute.


5. Click OK.


Set up a backup schedule
Configure backup schedules to decide the days on which full or incremental backups will 
be run. While full backups include all the data specified in an NMM client resource save 
set, incremental backups include only the data that has changed since the last backup.


Chapter 6, “Scheduled VSS-based Backups,” provides details.


Level 1 to 9 backups are not supported for granular Active Directory and ADAM backups.


Set up a backup group
Set up backup groups to balance backup loads. This helps to reduce the impact on the 
storage and network resources.
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Use a backup group to assign the following attributes to a set of client resources:


◆ Backup start times


◆ Schedules


◆ Backup pools


To configure a backup group:


1. In the Administration page of the NetWorker Management Console, click 
Configuration.


2. In the expanded left pane, select Groups.


3. From the File menu, select New.


4. In the Name attribute, type a name for the backup group.


5. In the Comment attribute, type a description.


6. For the Start Time attribute, enter the time when the first backup is to be created.


7. For the Autostart attribute, select Enabled.


Unlike most other NMM application backup client resources, snapshot policies are 
not applicable to granular Active Directory or ADAM backups. 


Do not specify or assign a snapshot policy or a snapshot pool to the backup group: 


• Ensure that the Snapshot attribute is clear.


• Do not select a snapshot policy in the Snapshot Policy attribute.


• Do not select a pool in the Snapshot Pool attribute. 


8. Click the Advanced tab.


9. Set the Client Retries attribute to 0 (zero).


10. Click OK to create the backup group.


Configure a client resource
Configure a client resource to specify the components to include in a backup by NMM 
client. Client resources are associated with other backup resources, such as groups. 


To create a client resource for granular Active Directory or ADAM backup:


1. In the Administration page of the NetWorker Management Console, click 
Configuration.


2. In the expanded left pane, select Clients.


3. From the File menu, select New.


4. In the General tab, complete the following attributes:


a. In the Name attribute, type the fully qualified hostname of the NetWorker client.
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b. In the Comment attribute, type a description. If you are creating multiple client 
resources for the same NetWorker client host computer, use this attribute to 
differentiate the purpose of each resource.


c. For the Browse Policy attribute, select a browse policy from the list. The browse 
policy determines the time period during which the rolled-over data is available for 
quick access.


d. For the Retention Policy attribute, select a retention policy from the list. The 
retention policy determines the time period during which the rolled-over data is 
available, although not necessarily quickly.


e. Select the Scheduled Backups attribute.


f. In the Save Set attribute:


– Specify the components to be backed up.


– Specify domain objects in the following format:


CN=<common name>,OU=<OU name>,DC=<domain name>,DC=suffix


For example: 


CN=testuser1,OU=OU1,DC=corp,DC=xyz,DC=com


Where the backup saves the entire domain named corp.xyz.com from its root 
level.


g. For the Group attribute, select the backup group to which this client resource will 
be added.


If client resources for the same NMM client host are added to different backup 
groups, ensure that the Start Time attribute for each backup group is spaced such 
that the backups for the host’s client resources do not overlap.


h. For the Schedule attribute, select a backup schedule.


5. In the Apps & Modules tab, Backup command attribute, type the appropriate 
command for Active Directory objects or ADAM objects:


• Active Directory objects: Type the following command in the Backup Command 
attribute:


nsradsave.exe


Active Directory domain objects and ADAM objects cannot be backed up in the 
same client resource. Each ADAM partition must be backed up with a separate 
client resource. 


• ADAM objects: To back up ADAM application partitions, type the following 
command in the Backup Command attribute, specifying the port number 50000. 
For example, type the following:


nsradsave.exe -p 50000
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6. Click the Globals (1 of 2) tab:


a. In the Aliases attribute, validate that the NETBIOS name for the client is present. 
This option is automatically populated by NetWorker when name resolution is 
configured. If the NETBIOS name is not present, add the NETBIOS name for the 
client. 


NMM client uses the host machine NETBIOS or “short” name when connecting to 
the NetWorker server to browse backups. If the NETBIOS name is not found, NMM 
does not display backups. 


b. Complete the other attributes as required.


7. In the Globals (2 of 2) tab, if the NMM client is part of a cluster, type the names of the 
physical nodes of the cluster in the Remote Access attribute.


8. Click OK.


Grant NetWorker administrator privileges
Grant the NMM client with NetWorker administrator privileges so that media database 
operations can be performed during a deletion.


For Active Directory and ADAM granular backup, in addition to setting up permissions as 
described in “Set up local Windows SYSTEM account as an ADAM administrator” on 
page 113, grant NetWorker administrator privileges to the NMM client so that media 
database operations can be performed during a deletion. If you are setting up an NMM 
client in a cluster, grant NetWorker administrator privileges to each cluster node and 
virtual server.


To add configure privileges:


1. In the Administration page of the NetWorker Management Console, click 
Configuration.


2. In the expanded left pane, click User Groups.


3. Right-click the Administrators group, and then select Properties. 


The Properties dialog box appears.


4. In the Users attribute, add the following values for the NMM client host. Place each 
value on a separate line:


user=administrator,host=NMM_client_host
user=system,host=NMM_client_host


Where NMM_client_host is the DNS hostname of the NMM client.


If the NMM client is installed in a cluster, grant NetWorker administrator privileges to 
each cluster node and virtual server.


5. Click OK.
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Performing an Active Directory granular recovery


Microsoft recommends that you have a secondary Active Directory server that can be 
promoted to the primary Active Directory server in the event of a disaster. 


If you do not have a secondary Active Directory server that can be promoted to the primary 
Active Directory server, complete the steps in this section to recover from a disaster of the 
Active Directory server.


You can individually select deleted Active Directory objects and their attributes for 
recovery. 


“Active Directory objects for granular backup and recovery” on page 110 provides the list 
of Active Directory objects that can be recovered by using NMM. The Microsoft website 
provides more information about Active Directory objects and attributes.


Due to Active Directory limitations, there are some restrictions on the recovery of objects 
and attributes. “Recovery restrictions for Active Directory” on page 120 provides more 
information about recovery restrictions. 


Recovery restrictions for Active Directory


Review the restrictions in this section when recovering Active Directory objects and 
attributes:


After starting an Active Directory recovery, view the Monitor page to verify the status of the 
recovery. 


◆ Tombstone lifetime restriction — When an Active Directory object is deleted, it is sent 
to a special container, named Deleted Objects or tombstone. This object is now 
invisible to normal directory operations. It is better to recover a tombstone object 
instead of recreating it because data, such as the Security Identifier (SID) and the 
Globally Unique Identifier (GUID) are stored with the tombstone object. This data is 
critical for additional data recoveries, such as assigned group permissions. 


For example, Access Control Lists (ACLs) use the SID of a security identifier object to 
store its permissions. A recreated group would get a new SID and GUID so that 
permissions assigned to the old group would be lost. Similarly, the SID and GUID are 
both used to recover a user profile. A user's profile would become unusable if a user 
with the same name is re-created. This is because the new profile would be given a 
new SID and GUID.


Objects in tombstone are deleted when they reach the tombstone lifetime age for the 
domain. The lifetime age is 180 days for Windows 2008 and Windows 2008 R2. After 
an object is deleted from the tombstone, it cannot be recovered. This is an Active 
Directory restriction. The tombstone lifetime is a configurable attribute of a Windows 
domain. 


◆ System-only attributes cannot be recovered — Object attributes that are system-only 
can neither be backed up nor recovered. This is an Active Directory restriction. 
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Table 23 on page 121 provides a sample list of system-only attributes that are not 
backed up.


◆ Attributes that are retained for a deleted object — Table 24 on page 121 provides a 
sample list of attributes that are retained for an Active Directory object when it is 
deleted and moved to the tombstone database.


These attributes are restored when deleted objects from the tombstone database are 
restored. Objects that do not retain all of their mandatory attributes would cause a 
constraint violation error during a restore attempt. For example, a published shared 
printer has mandatory attributes (printerName, serverName, shortServerName, 
uNCName, and versionNumber), which are not retained in the tombstone database.


◆ Object password attributes — An object’s password cannot be recovered. After 
recovering an object with a password attribute, the Windows administrator must reset 
the password.


◆ Moved or renamed objects — If objects are moved to another location or renamed, but 
not deleted from Active Directory, they cannot be restored even if they are successfully 
backed up. This is because the objects are not being stored in the deleted storage 
database (tombstone). Only objects stored in that database can be restored.


However, the attributes for these objects can be restored from the Context menu of the 
Active Directory interface, which restores the objects with the specific attribute sets.


Table 23  System-only attributes that are not backed up 


badPwdCount lastLogon uSNChanged


badPasswordTime logonCount uSNCreated


distinguishedName objectCategory userAccountControl


dSCorePropagationData objectClass whenChanged


instanceType objectGUID whenCreated


lastLogoff sAMAccountType


Table 24  Retained attributes after object is deleted


attributeID mSMQOwnerID subClassOf


attributeSyntax name systemFlags


distinguishedName nCName trustAttributes


dNReferenceUpdate objectClass trustDirection


flatName objectGUID trustPartner


governsID objectSid trustType


groupType oMSyntax userAccountControl


instanceType proxiedObjectName uSNChanged


IDAPDisplayName replPropertyMetaData uSNCreated


legacyExchangeDN sAMAccountName whenCreated


mS-DS-CreatorSID securityIdentifier
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◆ Attributes with null values — Attributes with null values are not backed up and 
therefore are not recovered. For example, if the attribute Phone Number is empty 
(null), then the null Phone Number attribute is not backed up. 


This is an Active Directory restriction and is intended to prevent the unintentional 
overwriting of valid attribute values. 


For example, if a Phone Number attribute is null when a snapshot is taken, but later a 
valid phone number is added, for subsequent recovery operations the valid phone 
number is not overwritten with a null value.


◆ Schema objects — Schema objects cannot be recovered and therefore are not backed 
up, and should never be deleted.


Recovering an Active Directory object or object attribute


To recover an Active Directory object or object attribute:


1. Start the NMM client program.


2. From the application toolbar, click the NetWorker Server icon to select the NetWorker 
server on which the NetWorker client was configured for backup.


3. In the left pane, select Recover > Active Directory Recover Session.


4. In the navigation tree, select the Active Directory objects to be recovered. By default, 
the objects displayed in the navigation tree are from the most recent backup: 


• To search for an item, click the Search tab. 


• To recover objects from a previous backup:


– From the application toolbar, click the Browse calendar icon and select an 
earlier browse time. 


– To view all versions of a backup object prior to the selected browse time, select 
an object in the navigation tree, right-click and select Versions.


5. To determine whether any volumes need to be mounted for a selected object, 
right-click an object and select Required Volumes.


6. Recover the entire object or selected object attributes:


• To recover the entire object:


a. Select the object.


b. From the Active Directory Recover Session toolbar, click Start Recover to begin 
the recovery operation.


An entire object can only be restore if it is deleted. The attributes are restored to an 
existing object. 


• To recover the selected attributes of an object:


a. Right-click an object and select Restore Item Attributes. 


The Active Directory Recover Attributes dialog box appears.


b. Select each attribute that is to be recovered. 


c. Click OK.
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7. Click Start Recovery.


8. From the left pane, select Monitor to view the progress of the recovery.


Selecting Active Directory object attributes


Use the Active Directory Recovery Attributes dialog box to select the attributes that you 
want to recover for an Active Directory object. 


To select object attributes for recovery:


1. Select each attribute that is to be recovered. If all attributes are selected or no 
attributes are selected, the entire object is recovered.


2. Click OK. 


The Active Directory Recovery Attributes dialog box closes.


3. From the Active Directory Recover Session toolbar, click Start Recover.
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Error messages
Error messages help identify the product that is having a problem. 


The following sections describe error messages that are specific to the NMM client: 


◆ “NSR info nsrsnap_vss_save: Invalid argument: -g is specified without 
snap_sessionID” on page 126


◆ “88461:nsrsnap_vss_recover:SharePointMgmt.cpp(431): Caught unexpected 
exception while retrieving SharePoint Server 2010 backup components details” on 
page 127


◆ “NMM .. Exchange2010 Shell Exception State of runspace is not valid for this 
operation” on page 127


◆ “Savegroup failed in scheduled backup” on page 128


◆ “VSS_E_WRITERERROR_RETRYABLE error code 0x800423f3” on page 128


◆ “VSS_E_WRITERERROR_RETRYABLE error code 0x800423f3” on page 128


◆ “VSS CLIENT... Invalid Writer Selection... for APPLICATIONS” on page 128


◆ “Insufficient permission to access mailbox. See documentation for required 
permission settings. Server MBX is not capable of RSG operations” on page 129


◆ “77108:nsrsnap_vss_save” on page 130


◆ “NMM validation for NPS writer failed, unable to restore NPS VSS writer data” on 
page 130


◆ “Error when the vicfg setup command is used on ESXi 5.0” on page 130


◆ “NetWorker Module for Microsoft Applications - KRIS-SUB6\INST2012...” on page 131


◆ “The system cannot find the file specified. Dismounting the SharePoint GLR backup 
CBFS error in cbfs_open_file()...” on page 131


◆ “D:\views\nw\ntx64\fb_nmm24\nsr\vssclient\snapvsssave\nsrsnap_vss_save.h(202)” 
on page 131


◆ “nsrsnap_vss_recover:Cannot login to SQL Server SQLEXPRESS\ENGINEER....” on 
page 132


◆ “Error starting restore” on page 132


NSR info nsrsnap_vss_save: Invalid argument: -g is specified without 
snap_sessionID


The error message “NSR info nsrsnap_vss_save: Invalid argument: -g is specified without 
snap_sessionID” appears when the snap_sessionid “-A snap_sessionid=1370452863” 
argument is provided. Look for command line arguments like:


◆ -y Thu Jun 05 10:20:54 GMT-0700 2014


◆ -w Thu Jun 05 10:20:54 GMT-0700 2014


This means that browse and retention policy overrides have been provided in the 
Advanced tab of the Group Properties.
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Solution


Correct the group property configuration so that there are no overrides.


88461:nsrsnap_vss_recover:SharePointMgmt.cpp(431): Caught unexpected 
exception while retrieving SharePoint Server 2010 backup components details 


When retrieving details of SharePoint Server 2010 backup components, an unexpected 
exception is seen.


This problem is expected during a full SQL Server is restored when the server services are 
down and some queries are performed to retrieve data. 


Solution


Recovery works fine. Ignore the error messages.


NMM .. Exchange2010 Shell Exception State of runspace is not valid for this 
operation


An error message "NMM .. Exchange2010 Shell Exception State of runspace is not valid for 
this operation" appears if an RDB is not mounted when RDB restore of a database with a 
large number of transaction logs is performed.


Solution


The following error messages were found in the client host Event Viewer: 


Exchange Search Indexer failed to enable the Mailbox Database RDB3 
(GUID = d8378f25-b070-40e8-ada3-bf88b23a0c7d) after 1 tries. The 
last failure was: MapiExceptionMdbOffline: Unable to get CI 
watermark (hr=0x80004005, ec=1142) 


Diagnostic context: 
    Lid: 1494    ---- Remote Context Beg ---- 
    Lid: 44215  
    Lid: 60049  StoreEc: 0x8004010F 
    Lid: 49469  
    Lid: 65341  StoreEc: 0x8004010F 
    Lid: 56125  
    Lid: 47933  StoreEc: 0x8004010F 
    Lid: 32829  
    Lid: 49213  StoreEc: 0x8004010F 
    Lid: 48573  
    Lid: 64957  StoreEc: 0x8004010F 
    Lid: 9518    StoreEc: 0x476    
    Lid: 1750    ---- Remote Context End ---- 
    Lid: 8434    StoreEc: 0x476    
    Lid: 13362  StoreEc: 0x476    . It will retry after 10 minutes. 


Perform the following work around to make sure that the RDB is mounted:


1. Restart the Microsoft Exchange Information Store service.


2. Use NMM and Exchange Management Shell to mount the RDB.


3. Close NMM GUI.


4. Restart NMM GUI.


5. Performing RDB browsing.
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Savegroup failed in scheduled backup


A notification appears in the Monitor page that a savegroup failed. 


Solution


Check the savegroup details for the failed save set. This may provide an exact cause, or a 
general error, which should indicate whether it is a client-side or server-side issue. The 
NetWorker Administration Guide provides information about viewing group backup 
details. 


If there is not enough information in the savegroup details:


1. Check the NMM client log.


2. Check the other client-side logs.


“Checking log files” on page 132 provides more information about the log names, 
locations, and details.


VSS_E_WRITERERROR_RETRYABLE error code 0x800423f3


This error occurs if a savegroup is rerun, and it was stopped previously while a replica was 
being taken and the replica did not complete.


Solution


1. Stop the following services:


• EMC VSS Provider


• Microsoft VSS services


• Replication Manager client for RMAgent


2. Restart these services: 


• EMC VSS provider


• Microsoft VSS services


• Replication Manager client for RMAgent


3. Restart Exchange Information store if it was running and was backed up.


VSS CLIENT... Invalid Writer Selection... for APPLICATIONS


This error might occur due to one of the following:


◆ If there is a typographical error in writing the save set


◆ If Microsoft Exchange services are not up


◆ If SQL databases are offline


Solution 


Perform either of the following:


◆ Retype the save set correctly or use the nsrsnap_vss_save -? command to view all the 
valid application save sets for an application. 
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◆ If using Exchange Server:


• Start the Exchange services. 


• If Exchange services were already up, dismount and mount the databases and then 
start the savegroup.


◆ If using SQL Server applications, bring the databases online.


Insufficient permission to access mailbox. See documentation for required 
permission settings. Server MBX is not capable of RSG operations


This error message appears if RSG browsing permissions are not provided when 
recovering a storage group to a RSG that was already created. 


Solution


Before starting the RSG recovery:


1. Install MAPI Collaboration Data Objects. 


2. Provide RSG browsing permissions. This step ensures that the error message does not 
appear, and the recovery is performed smoothly.


For example, run the following PowerShell command with appropriate arguments:


get-mailboxserver <Exchange Server name> | Add-AdPermission -user 
<username> -accessrights ExtendedRight -extendedrights Send-As, 
Receive-As, ms-Exch-Store-Admin


3. Set registry to disable IPV6.


To fix RSG browsing issue in the registry:


a. Open the registry.


b. Go to:


HKLM\System\CurrentControlSet\Services\Tcpip6\Parameters


c. Edit or create the 32-bit DWORD value DisabledComponents, and enter the value 
FFFFFFFF.


The public folder must be present on the Exchange Server for RSG browsing to 
work.


In the CCR or SCC cluster, we should perform all above steps on both nodes of cluster.
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77108:nsrsnap_vss_save


When performing a passive node backup with only a single passive node client configured 
for Exchange deduplication backups in a CCR setup, the following error message appears:


77108:nsrsnap_vss_save:NMM .. Operation unit failed with error 
'Traditional save returned error. saverc :-Possible cause: 
1)Unsupported file system or 2)write-protected disc or 3)No 
space on disc


NMM .. Error backing up one or more of the file system savesets: 
NMM .. Operation unit failed with error Traditional save 
returned error. saverc :-1.


Solution


Whenever performing a passive node backup for Exchange deduplication backups in a 
CCR setup, perform the following steps: 


1. Configure a virtual client in same save group where the passive node is configured.


2. Ensure not to schedule this virtual client for backup in same group.


3. Ensure to enable deduplication settings for this virtual client.


Although the client exists in the same save group, it will not be part of backup. 


4. Ensure that a backup device is configured properly for the client.


NMM validation for NPS writer failed, unable to restore NPS VSS writer data


If Network Policy and Access Services (NPS) role is installed, but not configured properly, 
the file C:\windows\system32\ias\ias.xml that is in the NPS Writer file list, is not created. 
NPS Writer recovery fails, if not configured properly on Windows Server 2008 and 
Windows Server 2008 R2 platforms, with the following error message:


NMM validating for NPS Writer failed, unable to restore NPS VSS 
Writer data


Solution


You must configure NPS role data correctly.


Error when the vicfg setup command is used on ESXi 5.0


When the command C:\Program Files\EMC\SYMCLI\shlib>vicfg setup -u root -p emclegato 
-s 10.31.193.89 is used, an error similar to the following may occur:


Adding 10.31.193.89 to the authorization database... Complete 
Opening firewall ports... sh: esxcfg-firewall: not found 
sh: esxcfg-firewall: not found 
sh: esxcfg-firewall: not found 
Error: An external command failed.
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Solution


Ensure that the emcpwddb.dat file is deleted from the location C:\Program 
Files\EMC\SYMAPI\config \emcpwddb.dat, and the following command used for ESXi 5.0: 


C:\Program Files\EMC\SYMCLI\bin>symcfg auth add -host <hostname> -user 
<username> -password <password> -namespace <namespace> -port <port 
number> -vmware 


For example,


C:\Program Files\EMC\SYMCLI\bin>symcfg auth add -host 10.31.193.89 
-user root -password emclegato -namespace vmware/esxv2 -port 5988 
-vmware 


NetWorker Module for Microsoft Applications - KRIS-SUB6\INST2012...


During SQL VDI recovery, if a user selects a point-in-time but no transaction log backup or 
incremental backup is available after a full backup, the following message appears:


Point-in-time can only be changed for a transaction log backup, unless 
the last backup is selected with active log backup option is also 
chosen before the restore. 


Solution


This message means that unless the restore is selected along with the active log backup 
option, a point-in-time can only be changed for a transaction log backup. Click OK and 
make the required changes.


The system cannot find the file specified. Dismounting the SharePoint GLR backup 
CBFS error in cbfs_open_file()...


Error messages may appear in the NWFS log file and the Monitor window during unmount 
or shutdown operations of NWFS at the end of GLR activities. These error messages may 
include: 


The system cannot find the file specified. 
Dismounting the SP GLR backup CBFS error in cbfs_open_file() 
nwfs_cbfs_event_handlers::cbfs_close_file(): CBFS exception 


Solution


Ignore these messages.


D:\views\nw\ntx64\fb_nmm24\nsr\vssclient\snapvsssave\nsrsnap_vss_save.h(20
2)


For SQL Server 2012, an error appears when initializing the job 
D:\views\nw\ntx64\fb_nmm24\nsr\vssclient\snapvsssave\nsrsnap_vss_save.h(202) 
(NW134056)


Solution


Ignore the error.
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nsrsnap_vss_recover:Cannot login to SQL Server SQLEXPRESS\ENGINEER....


The following messages appear in the NMM UI for a successful restore when SQL services 
are in stopped state:


nsrsnap_vss_recover:Cannot login to SQL Server SQLEXPRESS\ENGINEER. 
86397:nsrsnap_vss_recover:Unable to connect to the SQL 
Server29085:nsrsnap_vss_recover:Microsoft SQL Server Provider error: 
38006:nsrsnap_vss_recover:Named Pipes Provider: Could not open a 
connection to SQL Server [2]. . 
38006:nsrsnap_vss_recover:A network-related or instance-specific error 
has occurred while establishing a connection to SQL Server. Server is 
not found or not accessible. Check if instance name is correct and if 
SQL Server is configured to allow remote connections. For more 
information see SQL Server Books Online.. 
38006:nsrsnap_vss_recover:Login timeout expired. 
66212:nsrsnap_vss_recover:Cannot login to SQL Server 
SQLEXPRESS\ENGINEER


Error starting restore


In Exchange 2010 DAG, remote recovery to another DAG node might fail with ‘Error starting 
Restore’ error due to either of the following reasons:


◆ The firewall is enabled on the remote node.


Or


◆ The name resolution is not configured properly.


Solution


◆ Disable the firewall on the remote node.


◆ Configure both forward and reverse lookup zones properly, and ensure that the name 
resolution is working correctly for all DAG nodes.


Checking log files
There are many log files generated by NMM client and associated features. These log files 
include errors that occur during the processes. Check the log files in the following order: 


1. “NMM client” on page 133


2. “PowerSnap client” on page 133


3. “Replication Manager” on page 134 


4. “EMC VSS provider” on page 134


5. “Active Directory” on page 135


6. “NetWorker server” on page 135


In addition, third-party providers generate their own logs in place of the Solutions Enabler 
log (hwprov.log). The third-party documentation provides more information. 
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NMM client


Log files


The NMM client log files are named:


◆ nmm.raw


◆ nsrcscd.raw


◆ nwfs.raw


Location


applogs folder. For example, C:\Program Files\Legato\nsr\applogs\.


Description


Both save and recover CLIs write to these files. The log files are cumulative, so they are 
appended with each run. The logging level of each log file is controlled by the debug level 
of the process with command line argument (-D <debug level>).


PowerSnap client 


Log files


◆ NMM VSS client Interface Library: libvsspsclnt.XXXXX.raw


◆ PowerSnap Client Core Processes — There are log files for the process that runs:


• nsrbragent.XXXXX.raw


• nsrsnapagent.raw


• nsrsnapbwragent.raw


• nsrsnapck.raw


Location


applogs folder. For example, C:\Program Files\Legato\nsr\applogs\.


Description


Usually, the PowerSnap client creates one set of log files for each backup or recover 
session, and a debug and trace log are created. These log files are tied together by using 
the Snapshot Session ID. 


The logging level of the log files is controlled by setting a variable in 
NSR_PS_DEBUG_LEVEL in NetWorker server, in client configuration. 


Error messages in PowerSnap client log files also appear in the standard user interface 
outputs for NMM client.
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Replication Manager


Log files


The Replication Manager log files are: 


◆ erm_clientXXXXX_debug.log


◆ erm_clientXXXXX_detail.log


◆ erm_clientXXXXX_summary.log


Location


Replication Manager Agent Service log files are in the logs\client folder of the RM 
installation. For example, C:\Program Files\EMC\RMAgent\logs\client\.


Description


The log files are cumulative, and will wrap once they reach a certain length.


The debug level can be set through the registry key 
HKLM\SOFTWARE\EMC\RMService\RMAgent\Client\CC_DEBUG_LEVEL. 


The default value is 2, but can be changed to 3. 


To change the default value:


1. Stop RM Services.


2. Change the value in the registry.


3. Restart RM Services. 


Error messages in Replication Manager log files also appear in the standard user interface 
outputs for NMM client.


EMC VSS provider


Log files


◆ To get more debug information for EMC VSS provider log, change the registry value 
HKLM\SOFTWARE\emc\ShadowCopy\LogLevel to Debug.


◆ To get more debug information for Solutions Enabler, set the following environment 
variables:


• SYMAPI_DEBUG=-1


• SYMAPI_DEBUG_FILENAME=<Drive:\FileName>


The Solutions Enabler product creates log files in the SYMAPI\logs folder of the 
Solutions Enabler installation. For example, C:\Program Files\EMC\SYMAPI\log\.


Description


The log files are cumulative, or based on the date. The logging level of the EMC VSS 
Provider log file is controlled by a registry key.


Error messages in Solutions Enabler log files do not appear in the standard user interface 
outputs for NMM client.
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Active Directory


Log files


The log files associated with Active Directory are: 


◆ nsradsave.log


◆ nsradrecover.log


Location


Applogs folder. For example, C:\Program Files\Legato\nsr\applogs\.


NetWorker server


Log files


The NetWorker server creates several log files, which are documented in the NetWorker 
Administration Guide.


Manually stopping and starting services
NMM client processes may need to be manually stopped and started in conjunction with 
configuration and troubleshooting activities. The NetWorker server creates several log 
files. These log files are documented in the NetWorker Administration Guide, which 
provides more information about starting and stopping services on Windows hosts, 
Console server, NetWorker server, client, or storage node. 


Table 25 on page 135 lists the services for NetWorker, PowerSnap, and Replication 
Manager that are active on the system. 


Table 25  Services and processes used in NMM client  (page 1 of 2)


Executable Product Category Function


nsrexecd.exe NetWorker Service Authenticates and processes the NetWorker server’s remote execution 
requests and executes the save programs on the client.


nsrpsd.exe PowerSnap Service Provides PowerSnap client services, including snapshot consistency 
check function, to apply retention policy and backup functions to roll 
over snapshots.


irccd.exe Replication 
Manager


Service Provides Replication Manager client application and storage services 
for creating VSS-based snapshots and for rollback of VSS-based 
snapshots for EMC storage.


RM_ExchangeInterface.ex
e


Replication 
Manager


Service Provides Replication Manager Server Exchange Interchange services to 
handle Exchange Server specific commands for Replication Manager.


rm_api.dll Replication 
Manager


Library Library that provides Replication Manager client interface library for 
NetWorker, used by NetWorker backup and recovery processes.


nsrsnap.exe PowerSnap Process Temporary process active during snapshot groups that provides 
client-side workflow for snapshot groups, including applying retention 
policy, spawning process to create the snapshot, and spawning 
process to rollover the snapshot.
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nsrsnap_vss_save.exe NMM Process Temporary process active during snapshot groups that is responsible 
for executing the client-side workflow to create the snapshot for the 
save sets specified in the client resource. It is spawned by 
‘nsrsnap.exe’ and will communicate with irccd.exe to create the 
VSS-based snapshot, and then will communicate with PowerSnap 
services to register the snapshot.


nsrcscd.exe NetWorker Service This service acts as an agent to provide details about a system 
environment to the NMM user interface. 
A log file named nsrcscd.raw is generated in nsr\applogs folder.


libpsvssclnt.dll PowerSnap Library Library that provides PowerSnap client Interface for NetWorker backup 
and recovery processes.


nsrsnapagent.exe Temporary 
Service


Temporary service active during snapshot backup and restore 
operations that provides snapshot management functions to import 
and assign drive letters to a snapshot.


nsrsnapbwragent.exe Temporary 
Service


Temporary service active during snapshot backup operation that 
provides the ability to read the file system on the snapshot.


nsrbragent.exe Temporary 
Service


Temporary service that copies NMM snapshot backups to the 
NetWorker server or storage node, and restores NMM snapshot 
backups to the local host.


winclient.exe NMM Process Provides graphical user interface for NetWorker software. 


Table 25  Services and processes used in NMM client  (page 2 of 2)


Executable Product Category Function
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Other troubleshooting resources
If the problem appears on the NetWorker server, or otherwise seems to be on the server 
side, check to make sure that the NetWorker server is installed and configured correctly. 
Also, check the log files and error message documentation for the NetWorker server. 


The following documents provide specific error message, troubleshooting, or other 
documentation outside of NMM client:


◆ NetWorker Installation Guide 


◆ NetWorker Administration Guide


◆ NetWorker Error Message 


You can also go to the following resources for troubleshooting information:


◆ support.microsoft.com


◆ social.technet.microsoft.com/search/en-US
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This glossary contains terms related to the NetWorker Module for Microsoft. Many of these 
terms are used in this manual.


A


ad hoc backup See manual backup.


administrator The person normally responsible for installing, configuring, and maintaining NetWorker 
software.


administrators group Microsoft Windows user group whose members have the rights and privileges of users in 
other groups, plus the ability to create and manage the users and groups in the domain. 


Application Specific
Module (ASM)


Program that is used in a directive to specify how a set of files or directories is to be 
backed up or recovered. For example, compressasm is a NetWorker directive used to 
compress files.


ASR writer The VSS Writer, which is responsible for identifying critical data that is needed to perform 
an offline restores.


archive Backing up directories or files to an archive volume to free disk space. Archived data is not 
recyclable. 


archive volume Volume used to store archive data. Archived data cannot be stored on a backup volume or 
a clone volume.


auto media management Feature that enables the storage device to automatically label, mount, and overwrite an 
unlabeled or recyclable volume.


autochanger See library.


autochanger sharing See library sharing.


B


backup Operation that saves data to a volume.


See also conventional backup and snapshot.


backup components See metadata document.


backup group See group.


backup level See level.


backup volume Volume used to store backup data. Backup data cannot be stored on an archive volume or 
a clone volume. See also volume. 
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bootstrap Save set that is essential for NetWorker disaster recovery procedures. The bootstrap 
consists of three components that reside on the NetWorker server. The media database, 
the resource database, and the server index.


Boot Configuration Data
(BCD)


The ASR Writer component that identifies the location of the boot configuration database. 
This is required to perform an offline restore.


browse policy NetWorker policy that specifies how long backed-up data will be readily available for 
recovery. Backed-up data that has not exceeded its browse policy time can be recovered 
more quickly than data that has exceeded its browse policy time but not its retention 
policy time. See also retention policy.


C


carousel See library.


client Computer, workstation, or fileserver whose data can be backed up and recovered. 


client file index Database that tracks every database object, file, or file system that is backed up. The 
NetWorker server maintains a single client index file for each client. 


client-initiated backup See manual backup.


client resource NetWorker server resource that identifies the save sets to be backed up on a client. The 
client resource also specifies information about the backup, such as the schedule, browse 
policy, and retention policy for the save sets. See also client and resource.


clone Reliable copy of backed up data. Unlike volumes created with a simple copy command, 
clone volumes can be used in exactly the same way as the original backup volume. Single 
save sets or entire volumes can be cloned.


clone volume Exact duplicate of a backup volume. One of four types of volumes that NetWorker software 
can track (backup, archive, backup clone, and archive clone). Save sets of these different 
types may not be intermixed on one volume.


cluster 1. Two or more independent network servers that operate and appear to clients as if they 
are a single unit. The cluster configuration enables work to be shifted from one server to 
another, providing "high availability" that allows application services to continue despite 
most hardware or software failures. Also known as an agent (Sun), logical server (HP 
TruCluster), package (HP-UX), and virtual server (Microsoft). 


2. Group of disk sectors. The operating system assigns a unique number to each cluster 
and keeps track of files according to which clusters they use. 


command line Line on a display screen, also known as a command prompt or shell prompt, where you 
type software commands.


component 1. Group of related data that must be treated as a single unit for backup and recovery. 


2. In Microsoft VSS terminology, a component is a subordinate unit of a writer.


components metadata
document


See metadata document.
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consistent State of a dataset that is fully and immediately available to an application view.


console server Software program that is used to manage NetWorker servers and clients. The Console 
server also provides reporting and monitoring capabilities for all NetWorker processes.


conventional backup See nonpersistent snapshot. 


critical volume Any volume containing system state files or files for an installed service, including 
volumes mounted as NTFS directories which contain such files. The volume where a 
critical volume is mounted is also considered to be critical. This is required to perform an 
offline restore, however maybe optional for this release depending upon the difficulties of 
implementing this feature.


D


domain controller Computer that stores directory data and manages user interactions within a domain, 
including logon, authentication, directory searches, and access to shared resources.


Data Mover (DM) Client system or application, such as NetWorker, that moves the data during a backup, 
recovery, or snapshot operation. See also proxy client.


data retention policy See retention policy.


datawheel See library. 


datazone Group of hosts administered by a NetWorker server.


Dynamic Drive Sharing
(DDS)


Feature that allows NetWorker software to recognize shared drives.


device 1. Storage unit that reads from and writes to backup volumes. A storage unit can be a tape 
device, optical drive, autochanger, or file connected to the server or storage node.


2. When dynamic drive sharing (DDS) is enabled, refers to the access path to the physical 
drive.


Distributed File System
(DFS)


Microsoft Windows add-on that allows you to create a logical directory of shared 
directories that span multiple machines across a network.


directed recovery Method of recovery that recovers data that originated on one client computer and 
re-creates it on another client computer.


directive Instruction that directs NetWorker software to take special actions on a given set of files 
for a specified client during a backup or recovery operation. Directives are ignored in 
manual (unscheduled) backups.


disk subsystem Integrated collection of storage controllers or HBAs, disks, and any required control 
software that provides storage services to one or more hosts, such as CLARiiON arrays.
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file index See client file index.


file system 1. The software interface used to save, retrieve, and manage files on storage media by 
providing directory structures, data transfer methods, and file association. 


2. The entire set of all files.


full backup See level.


G


group Client or group of client computers that are configured to back up files at a designated 
time of day.


granular recovery Granular recovery provides the ability to recover specific files in seconds from a single 
backup. This dramatically reduces the recovery time and the footprint of the backup on 
storage resources.


H


high-available system System of multiple computers configured as cluster nodes on a network that ensures that 
the application services continue despite a hardware or software failure. Each cluster 
node has its own IP address with private resources or disks that are available only to that 
computer.


host ID Serial number that uniquely identifies a host computer.


I


inactivity timeout Number of minutes to wait before a client is considered to be unavailable for backup.


incremental backup Backup level in which only files that have changed since the last backup are backed up. 
See also level.


instant backup Process of creating a point-in-time copy (snapshot) of data from a single client and saving 
it on a primary storage volume, which can be immediately recovered as a backup copy. 


instant restore Process of copying data created during an instant backup to its original location, or to an 
alternate location, during a recover operation. 


J


jukebox See library. 


label Electronic header on a volume used for identification by NetWorker or other Data Mover 
application.


legacy method Use of special-case Microsoft APIs to back up and recover operating system components, 
services, and applications.
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level Backup configuration option that specifies how much data is saved during a scheduled or 
manual backup. A full (f) backup backs up all files, regardless of whether they have 
changed. Levels one through nine [1-9] backup files that have changed since the last lower 
numbered backup level. An incremental (incr) backup backs up only files that have 
changed since the last backup.


library Hardware device that contains one or more removable media drives, as well as slots for 
pieces of media, media access ports, and a robotic mechanism for moving pieces of 
media between these components. Libraries automate media loading and mounting 
functions during backup and recovery. The term library is synonymous with autochanger, 
autoloader, carousel, datawheel, jukebox, and near-line storage.


library sharing Shared access of servers and storage nodes to the individual tape drives within a library. 


local cluster client NetWorker client that is not bound to a physical machine, but is instead managed by a 
cluster manager. It is also referred to as a logical or virtual client.


locale settings Settings that specify the input and output formats for date and time, based on local 
language conventions.


LUN (logical unit) Logical unit of storage on a CLARiiON system. This refers to a device or set of devices, 
usually in a CLARiiON storage array.


LUN address SCSI identifier of a logical unit number (LUN) within a device target. Each LUN address 
identifies a device on a SCSI bus that can perform input/output (I/O) operations.


M


manual backup Backup that a user performs from the client, also known as an unscheduled backup or an 
ad hoc backup. The user specifies the files, file systems, and directories to back up.


media Physical storage medium, such as magnetic tape, optical disk, or file system to which 
backup data is written.


media database Database that contains indexed entries of storage volume location and the life cycle 
status of all data and volumes managed by the NetWorker server. See also volume.


media index See media database.


metadata document VSS Information stored in an XML document that is passed from the writer to the 
requestor. Metadata includes the Writer name, files, and components to back up, a list of 
components to exclude from the backup, and the methods to use for recovery. See also 
shadow copy set.


mount To make a database available for use or to place a removable tape or disk volume into a 
drive for reading or writing.


mount point See volume mount point.
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Network Data
Management Protocol


(NDMP)


TCP/IP-based protocol that specifies how heterogeneous network components 
communicate for the purposes of backup and recovery.


NetWorker administrator User who can add to or change the configuration of the NetWorker server, media devices, 
and libraries. NetWorker administrators must have their usernames included in the 
NetWorker server Administrator list. 


NetWorker client See client.


NetWorker Console
server


See console server.


NetWorker Management
Console


See console server.


NetWorker server Computer on a network running the NetWorker software, containing the online indexes, 
and providing backup and recover services to the clients on the same network.


NetWorker storage node See storage node.


nonclone pool Pools that contain data that has not been cloned.


noncritical volume A volume containing files that are not part of the system state or an installed service. The 
backup of non-critical volumes is not supported by either product for their initial releases.


nonpersistent snapshot Snapshot backup that is moved to secondary storage on the NetWorker server or storage 
node and is no longer available for instant restore from a supported type of primary 
storage.


O


online indexes Databases located on the NetWorker server that contain all the information pertaining to 
the client backups (client file index) and backup volumes (media database).


online restore A restore operation performed using the normal recover UI, and the computer has been 
booted from an installed operating system.


offline restore A restore operation performed from the Windows PE environment. 


operator Person who monitors the server status, loads backup volumes into storage devices, and 
executes day-to-day NetWorker tasks.


P


pathname Set of instructions to the operating system for accessing a file. An absolute pathname 
indicates how to find a file starting from the root directory. A relative pathname indicates 
how to find the file starting from the current directory.


persistent snapshot Snapshot that is retained on disk. A persistent snapshot may or may not be rolled over to 
tape.
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point-in-time copy (PiT) Fully usable copy of a defined collection of data, such as a consistent file system, 
database, or volume, which contains an image of the data as it appeared at a single point 
in time. A PiT copy is also called a shadow copy or a snapshot.


policy Set of constraints that specify how long the save sets for a client are available for recovery. 
Each client has a browse policy and a retention policy. When the retention policy expires, 
the save sets associated with that policy are marked recyclable.


pool Feature to sort backup data to selected volumes.


PowerSnap EMC technology that provides point-in-time snapshots of data to be backed up. 
Applications that are running on the host system continue to write data during the 
snapshot operation, and data from open files is included in the snapshots.


provider Software component defined by Microsoft VSS, that plugs in to the VSS environment. A 
provider, usually produced by a hardware vendor, enables a storage device to create and 
manage snapshots.


proxy client Surrogate client that performs the NetWorker save operation for the client that requests 
the backup. A proxy client is required to perform a rolloveronly backup.


Q


quiescing Process in which all writes to disk are stopped and the file system cache is flushed. 
Quiescing the database prior to creating the snapshot provides a transactionally 
consistent image that can be remounted without file system checks or database 
consistency checks. Quiescing a database is the most common way of creating a database 
snapshot. 


R


recover To recover files from a backup volume to a client disk.


Registry Microsoft Windows database that centralizes all Windows settings and provides security 
and control over system, security, and user account settings.


requestor Interface with the Microsoft VSS infrastructure to initiate the creation and destruction of 
shadow copy. NetWorker software is a requestor.


replica See shadow copy.


resource Component that describes the NetWorker server or its clients. Clients, devices, schedules, 
groups, and policies are all NetWorker resources. Each resource has attributes that define 
its properties.


restore Process of retrieving individual datafiles from backup storage and copying the files to disk.


retention policy NetWorker policy that specifies the minimum period of time that must elapse before 
backed-up data is eligible to be overwritten on the backup media. Backed-up data that 
has not exceeded its browse policy time can be recovered more quickly than data that has 
exceeded its browse policy time but not its retention policy time. See also browse policy.


retrieve To locate and recover archived files and directories.

EMC NetWorker Module for Microsoft Release 3.0 Administration Guide 145







Glossary

rollover Process of backing up a snapshot to a conventional backup medium such as tape. 
Whether or not the snapshot is retained on disk depends on the snapshot policy.


root Highest level of the system directory structure.


S


save set Group of files or a file system from a single client computer, which is backed up on storage 
media.


save set ID (SSID) Internal identification number assigned to a save set.


save set recover To recover data by specifying save sets rather than by browsing and selecting files or 
directories.


save set status NetWorker attribute that indicates whether a save set is browsable, recoverable, or 
recyclable. The save set status also indicates whether the save set was successfully 
backed up.


save stream The data and save set information being written to a storage volume during a backup.


server index See client file index.


rolloveronly backup Backup method that uses a proxy client to move the data from primary storage on the 
application server host to secondary storage on another host. RolloverOnly backups free 
up resources on the application server by offloading the work of processing snapshots to 
a secondary host.


service port Port used to listen for backup and recover requests from clients through a firewall.


shadow copy Temporary, point-in-time copy of a volume created using VSS technology. See also Volume 
Shadow Copy Service (VSS).


shadow copy set Complete roadmap of what was backed up at a single instant in time. The shadow copy set 
contains information about the Writers, their components, metadata, and the volumes. A 
backup components metadata document containing that information is created and 
returned to the requestor after the snapshot is complete. NetWorker uses this document 
with the corresponding save set at recover time.


shadow copy technology Defined and standard coordination between business application, file system, and 
backup application that allows a consistent copy of application and volume data to exist 
for replication purposes.


skip Backup level in which designated files are not backed up.


snap clone Exact copy of a snap set data backup. The clone operation is an archive operation without 
the deletion of the source data. A new snap ID is assigned to the cloned copy.


snap ID Also known as a snapid, a unique 64-bit internal identification number for a snap set.


snap set Group of files, volumes, or file systems from a single client, describing the collection of 
data for which a point-in-time copy is created on an external disk subsystem, such as a 
storage array.
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snapshot Point in time, read-only copy of data created during an instant backup.


snapshot expiration
policy


Policy that determines how long snapshots are retained before their storage space is 
made available for the creation of a new snapshot.


snapshot policy Set of rules that control the lifecycle of a snap set. The snapshot policy specifies the 
frequency of snapshots, and how long snapshots are retained before recycling.


snapshot retention
policy


Policy that determines how many PIT copies are retained in the media database and thus 
are recoverable.


staging Moving data from one storage medium to a less-costly medium, and later removing the 
data from its original location.


stand-alone device Storage device that contains a single drive for backing up data. Stand-alone devices 
cannot store or automatically load backup volumes. 


storage device See device.


storage node Storage device physically attached to a computer other than the NetWorker server, whose 
backup operations are administered from the controlling NetWorker server.


system state All files that belong to VSS Writers with a usage type of BootableSystemState or 
SystemService. This is required to perform an offline restore.


V


volume 1. A unit of physical storage medium, such as a magnetic tape, optical disk, or file system 
to which backup data is written.


2. An identifiable unit of data storage that may reside on one or more host disks.


volume ID Internal identification that NetWorker software assigns to a backup volume.


volume mount point Disk volume that is grafted into the namespace of a host disk volume. This allows multiple 
disk volumes to be linked into a single directory tree, and a single disk or partition to be 
linked to more than one directory tree.


volume name Name assigned to a backup volume when it is labeled. See also label.


volume pool See pool.


Volume Shadow Copy
Service (VSS)


Microsoft technology that creates a point-in-time shadow copyof a disk volume. 
NetWorker software backs up data from the shadow copy. This allows applications to 
continue to write data during the backup operation, and ensures that open files are not 
omitted.


VSS See Volume Shadow Copy Service (VSS).


VSS component Subordinate unit of a writer.
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W


writer Database, system service, or application code that provides metadata document 
information about what to back up and how to handle VSS component and applications 
during backup and recovery operations. A Writer provides information to requestors to 
ensure that application data is consistent, application files are closed and ready for a 
slight pause to make a Shadow Copy.
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PREFACE


As part of an effort to improve its product lines, EMC periodically releases revisions of its 
software and hardware. Therefore, some functions described in this document might not 
be supported by all versions of the software or hardware currently in use. The product 
release notes provide the most up-to-date information on product features.


Contact your EMC representative if a product does not function properly or does not 
function as described in this document.


Note: This document was accurate at publication time. Go to EMC Online Support 
(support.emc.com) to ensure that you are using the latest version of this document.


Purpose
This guide contains information about using the NetWorker Module for Microsoft Release 
3.0 software to back up and recover Microsoft SQL and Microsoft SharePoint using the 
VSS technology. 


IMPORTANT


The NetWorker Module for Microsoft Release 3.0 Administration Guide supplements the 
backup and recovery procedures described in this guide and must be referred to when 
performing application-specific tasks. Ensure to download a copy of the NetWorker 
Module for Microsoft Release 3.0 Administration Guide from EMC Online Support 
(support.emc.com) before using this guide. 


Audience
This guide is part of the NetWorker Module for Microsoft documentation set, and is 
intended for use by system administrators during the setup and maintenance of the 
product. 


Readers should be familiar with the following technologies used in backup and recovery:


◆ EMC NetWorker software


◆ EMC NetWorker snapshot management


◆ Microsoft Volume Shadow Copy Service (VSS) technology
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Related documentation
Table 1 on page 10 lists the EMC publications that provide additional information.


Conventions used in this document
EMC uses the following conventions for special notices:


NOTICE is used to address practices not related to personal injury.


Table 1  EMC publications for additional information


Guide names Description


NetWorker Module for Microsoft Release 3.0 Release 
Notes


Contain information about new features and changes, problems fixed 
from previous releases, known limitations, and late breaking information 
that was not updated in the remaining documentation set.


NetWorker Module for Microsoft Release 3.0 
Installation Guide


Contains preinstallation, installation, silent installation, and post 
installation information about NMM 3.0.


NetWorker Module for Microsoft Release 3.0 
Administration Guide


Contains information common to all the supported Microsoft 
applications that can be backed up and recovered by using EMC 
NetWorker Module for Microsoft.


NetWorker Module for Microsoft for SQL VDI Release 
3.0 User Guide


Contains information about backup and recovery of SQL Server VDI by 
using EMC NetWorker Module for Microsoft.


NetWorker Module for Microsoft for Exchange VSS 
Release 3.0 User Guide


Contains information about backup and recovery of Exchange Server VSS 
by using EMC NetWorker Module for Microsoft.


NetWorker Module for Microsoft for Hyper-V VSS 
Release 3.0 User Guide


Contains information about backup and recovery of Hyper-V Server VSS 
by using EMC NetWorker Module for Microsoft.


NetWorker Module for Microsoft for Windows Bare 
Metal Recovery Solution Release 3.0 User Guide


Contains information about Windows Bare Metal Recovery (BMR)
solution by using NetWorker and NMM), how this solution works, and the 
procedures that you are required to follow for disaster recovery of the 
supported Microsoft applications.


NetWorker Cloning Integration Guide Contains planning, practices, and configuration information for using the 
NetWorker, NMM, and NMDA cloning feature.


NetWorker SolVe Desktop The NetWorker SolVe Desktop is an executable download that can be 
used to generate precise, user-driven steps for high demand tasks 
carried out by customers, support, and the field.


NetWorker Licensing Guide Contains information about licensing NetWorker and its modules.


NetWorker Software Compatibility Guide Contains a list of supported client, server, and storage node operating 
systems for the following software products: NetWorker and NetWorker 
application modules and options (including deduplication and 
virtualization support), AlphaStor, Data Protection Advisor, and 
HomeBase.


NetWorker Data Domain Deduplication Devices 
Integration Guide


Contains planning and configuration information on the use of Data 
Domain devices for data deduplication backup and storage in a 
NetWorker environment.


NetWorker Avamar Integration Guide Contains planning and configuration information on the use of Avamar in 
a NetWorker environment.


NetWorker documentation set Contains the documentation that is available with NetWorker.
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Note: A note presents information that is important, but not hazard-related.


IMPORTANT


An important notice contains information essential to software or hardware operation.


Typographical conventions


EMC uses the following type style conventions in this document:


Normal Used in running (nonprocedural) text for:
• Names of interface elements, such as names of windows, dialog boxes, 


buttons, fields, and menus
• Names of resources, attributes, pools, Boolean expressions, buttons, 


DQL statements, keywords, clauses, environment variables, functions, 
and utilities


• URLs, pathnames, filenames, directory names, computer names, links, 
groups, service keys, file systems, and notifications


Bold Used in running (nonprocedural) text for names of commands, daemons, 
options, programs, processes, services, applications, utilities, kernels, 
notifications, system calls, and man pages


Used in procedures for:
• Names of interface elements, such as names of windows, dialog boxes, 


buttons, fields, and menus
• What the user specifically selects, clicks, presses, or types


Italic Used in all text (including procedures) for:
• Full titles of publications referenced in text
• Emphasis, for example, a new term
• Variables


Courier Used for:
• System output, such as an error message or script
• URLs, complete paths, filenames, prompts, and syntax when shown 


outside of running text


Courier bold Used for specific user input, such as commands


Courier italic Used in procedures for:
• Variables on the command line
• User input variables 


< > Angle brackets enclose parameter or variable values supplied by the user 


[ ] Square brackets enclose optional values


| Vertical bar indicates alternate selections — the bar means “or”


{ } Braces enclose content that the user must specify, such as x or y or z


... Ellipses indicate nonessential information omitted from the example
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Where to get help
EMC support, product, and licensing information can be obtained as follows:


Product information — For documentation, release notes, software updates, or 
information about EMC products, licensing, and service, go to the EMC online support 
website (registration required) at:


support.emc.com


Technical support — For technical support, go to EMC online support and select Support. 
On the Support page, you will see several options, including one to create a service 
request. Note that to open a service request, you must have a valid support agreement. 
Contact your EMC sales representative for details about obtaining a valid support 
agreement or with questions about your account.


Online communities — Visit EMC Community Network at community.emc.com for peer 
contacts, conversations, and content on product support and solution. Interactively 
engage online with customers, partners, and certified professionals for all EMC products.


Your comments
Your suggestions will help us continue to improve the accuracy, organization, and overall 
quality of the user publications. Send your opinions of this document to:


BRSdocumentation@emc.com
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The following table lists the revision history of this document.
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Introduction

Overview
This guide contains information about using the EMC® NetWorker® Module for Microsoft 
(NMM) Release 3.0 software to back up and recover Microsoft SQL Server and Microsoft 
SharePoint Server using VSS technology. While this chapter provides an introduction to 
both SQL Server and SharePoint Server backup and recovery, the remaining chapters in 
this guide provide SQL Server or SharePoint Server specific information. 


IMPORTANT


Do not use both VSS technology and VDI technology together in NMM when backing up 
and recovering a SQL Server. 


SQL Server related information
This section provides the following information:


◆ “Supported SQL Server versions” on page 16


◆ “SQL Server VSS Writers” on page 16


◆ “Backup” on page 17


◆ “Recovery” on page 18


◆ “SQL Client Direct to AFTD or Data Domain Boost storage devices” on page 18


Supported SQL Server versions


The NetWorker Software Compatibility Guide provides the most up-to-date lists of 
hardware, operating system, service pack, and application versions supported by NMM. 


The supported versions of SQL Server are:


◆ SQL Server 2012 (Standard, Enterprise, Express)


◆ SQL Server 2008 SP1 R2 RTM/SP1 (x86, x64) Cumulative Update 4 (Standard, 
Enterprise, Express)


◆ SQL Server 2008 SP3 (x86, x64) (Standard, Enterprise, Express)


◆ SQL Server 2008 SP2 (x86, x64) (Standard, Enterprise, Express)


◆ SQL Server 2005 SP4 (x86, x64) (Standard, Enterprise, Express)


NMM does not support: 
— SQL Server running on IA64 and SQL Server 2000.
— SQL VSS backups for SQL Server Express Editions. Perform a SQL Server Express Edition 
backup by using a SharePoint Writer save set in a default SharePoint installation or the VDI 
technology workflow. The NetWorker Module for Microsoft for SQL VDI Release 3.0 User 
Guide provides information about SQL Server VDI workflow.


SQL Server VSS Writers


NMM uses the VSS writer SqlServerWriter for SQL Server backup and recovery.
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Backup


NMM supports the following types of backup:


◆ For all supported SQL Server versions — Full backup of the SQL Server VSS writer.


Table 2 on page 17 lists the levels and the various types of backup in each level.


◆ For SQL Server 2012 with AlwaysOn configuration — Full backup of SQL Server 2012. 


NMM supports full VSS backup of primary replicas of databases and does not support 
VSS backup of secondary replicas for AlwaysOn configurations. 


NMM does not support the following:
— SQL incremental backup
— SQL differential backup
— Individual filegroups, files, or logs backup


Table 2  Levels of full backup


Levels of full backup Of


Instance level backup • Default instance 
• Named instance


Database level backup • Normal database
• Transparent Data Encryption (TDE) enabled database (for only 


SQL Server 2008 and SQL Server 2008 R2)
• FILESTREAM enabled database (for only SQL Server 2008 and 


SQL Server 2008 R2)
• Database with file group 
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Recovery


NMM supports the following types of recovery:


◆ For supported SQL Server versions — Full recovery. 


Table 3 on page 18 lists the levels and the various types of recovery in each level.


◆ For SQL Server 2012 with AlwaysOn configuration — Full recovery of SQL Server 2012 
database. For databases that are configured with AlwaysOn configuration, break the 
replication before recovering the database.


NMM only supports databases in SQL simple recovery mode.


SQL Client Direct to AFTD or Data Domain Boost storage devices


The NetWorker 8.1 Client Direct feature support is included in NMM and is available for 
SQL Server 2012, SQL Server 2008 R2, and SQL Server 2008.


This feature enables clients with network access to AFTD or Data Domain devices to send 
their backup data directly to devices, by passing the NetWorker storage node. The storage 
node manages the devices for the NetWorker clients, but does not handle the backup 
data. The Client Direct feature reduces network bandwidth usage and storage node 
bottlenecks, and provides transmission of highly efficient backup data.


The Client Direct feature is enabled by default during client resource configuration. You 
can disable the Client Direct feature on each client by clearing the Client Direct attribute.


Ensure to specify the complete path of the destination device in the Device Access 
Information attribute when using this feature. NMM performs a traditional storage node 
backup if the Client Direct backup is not available. 


The nmm.raw backup log displays details about the Client Direct activity for the SQL 
Server.


The NetWorker Administration Guide provides information about Client Direct to AFTD or 
Data Domain devices.


Table 3  Levels of full recovery


Levels of full recovery Of


Instance level recovery • Default instance 
• Named instance


Database level recovery • Transparent Data Encryption (TDE) enabled database (for 
only SQL Server 2008 and SQL Server 2008 R2)


• FILESTREAM enabled database (for only SQL Server 2008 
and SQL Server 2008 R2)


• Database with file group 
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SharePoint Server related information
Review the following sections before backing up and recovering SQL Server data:


◆ “Microsoft SharePoint environments” on page 19


◆ “Using NMM in a SharePoint Server environment” on page 21


Microsoft SharePoint environments 


NMM leverages the Windows VSS framework and Microsoft Office SharePoint Server VSS 
Writers for consistent point-in-time snapshots and backs up the entire SharePoint farm. 
NMM uses the SharePoint Server VSS Writers to back up the following SharePoint 
components:


◆ Configuration database — SharePoint configuration database


◆ Content database — SharePoint content database


◆ SharePoint Help Search — (Only for Microsoft SharePoint Server 2007 and 2010) 
SharePoint search indexes and associated SQL databases


◆ Microsoft Office Search — Microsoft Office search indexes and associated databases


◆ Service applications — Microsoft SharePoint Server 2010 and 2013 include services 
that can be shared across web applications. These services are called service 
applications. Some service applications can be shared across farms. Sharing service 
applications across web applications and farms greatly reduces the resources 
required to provide these services across multiple sites.


Table 4 on page 19 lists the services and servers that are in a SharePoint farm.


Table 4  Services and servers in a SharePoint Server farm 


Services and servers Description


Central Administration 
site and shared 
services


The Central Administration site and shared services are usually installed 
on an web front-end server.


Web front-end servers The web front-end server is the web page-based user interface to 
manage the server. 


Index server The index server is included on the query server if there is only one query 
server.


Query servers If there is more than one query server, the index server cannot be 
included on a query server.


Application servers An application server is a server that provides software applications with 
services such as security, data services, transaction support, load 
balancing, and management of large distributed systems. For example, 
Excel Calculation Services.


SQL Server The SQL Server contains the SharePoint databases:
• Configuration database (only one per farm)
• Content databases (one or more per farm)
• Search database (one or more per farm)
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A Microsoft Office SharePoint Server farm can be deployed in the following:


◆ Stand-alone configuration — The stand-alone configuration runs all the services on 
one host, as shown in Figure 1 on page 20.


Figure 1  SharePoint Server stand-alone farm configurations


◆ Distributed configuration — The distributed configuration includes several servers 
that host separate services, as shown in Figure 2 on page 21. 


Configuration
database


Content
database


NetWorker server
(Administers protection


for NMM)


        Web front-end


Index server


NMM


GEN-000751


SQL Server (embedded) 
Query server
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To back up the entire distributed SharePoint farm, install NMM client on each server 
that hosts SharePoint data, including servers that host content index and search 
index.


Figure 2  SharePoint Server distributed farm configuration 


Using NMM in a SharePoint Server environment


This section provides the following information:


◆ “Supported SharePoint Server versions and Windows versions” on page 22


◆ “Supported SharePoint Server versions and required SQL versions” on page 22


◆ “SharePoint Server VSS Writers” on page 23


◆ “Backups” on page 23


◆ “Recovery” on page 23


◆ “Simplified SharePoint backup and recovery process in NMM 3.0” on page 24


◆ “Viewing required volumes for SharePoint recovery” on page 24


◆ “FAST Search Server backup and recovery in SharePoint Server 2010” on page 24


◆ “SharePoint Client Direct to AFTD or Data Domain devices” on page 25


◆ “SharePoint Server 2013 apps backup and recovery” on page 25


◆ “Dedicated front-end Web server crawling with NMM” on page 25


Configuration database
(1 per farm)


Content database 1
(1 or more per farm)


Content database 2


GEN-000752


Query server
Index server
(If there is more than Query
server, the Query servers
cannot be included on the
Index server)
NMM


Microsoft SQL Server
(Contains all SharePoint databases


and NMM)


NetWorker Server
Administers


protection for
NMM


Web front-end
On an application server


NMM
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Supported SharePoint Server versions and Windows versions
Table 5 on page 22 lists the SharePoint Server versions and Windows versions supported 
by NMM 3.0.


The NetWorker Software Compatibility Guide provides the most up-to-date lists of hardware, 
operating system, service pack, and application versions supported by NMM.


Supported SharePoint Server versions and required SQL versions
Table 6 on page 22 lists the SharePoint Server versions and the corresponding SQL Server 
versions supported for NMM 3.0.


Table 5  Types of supported backups


SharePoint Servers Windows Servers


SharePoint Server 2013 and SharePoint 
Foundation Server 2013


Windows Server versions for SharePoint Server 2013 
backup and recovery:
• Windows Server 2012 Standard, Enterprise, or 


Datacenter Editions (x64)
• Windows Server 2008 R2 SP1 Standard, Enterprise, 


or Datacenter Editions (x64)


SharePoint Server 2010 SP1 or later 
(x64) and SharePoint Foundation Server 
2010 SP1 or later


Windows Server versions for SharePoint Server 2010 
backup and recovery:
• Windows Server 2008 R2 SP1 Standard, Enterprise, 


and Datacenter Editions (x64)
• Windows Server 2008 SP2 Standard, Enterprise, and 


Datacenter Editions (x64)


SharePoint Server 2007 SP2 and later Windows Server versions for SharePoint Server 2007 
backup and recovery:
• Windows Server 2008 R2 SP1 Standard, Enterprise, 


or Datacenter Editions (x64)
• Windows Server 2008 SP2 Standard, Enterprise, and 


Datacenter Editions (X86, x64)


Table 6  SharePoint Server versions and the corresponding SQL Server versions


Microsoft SharePoint Server version SQL Server version


SharePoint Server 2013 and 
SharePoint Foundation Server 2013


• SQL Server 2012 (x64)
• SQL Server 2008 R2 SP 1 (x64)


SharePoint Server 2010 SP1 or later 
(x64) and SharePoint Foundation 
Server 2010 SP1


• SQL Server 2012 (x64)
• SQL Server 2008 R2 SP1 (x64)
• SQL Server 2008 SP3 or later (x64)
• SQL Server 2005 SP4 or later (x64)


SharePoint Server 2007 SP2 or later • SQL Server 2008 R2 SP1 (x64)
• SQL Server 2008 SP3 or later (x64)
• SQL Server 2005 SP4 or later (x64)
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SharePoint Server VSS Writers
Table 7 on page 23 lists the VSS Writers supported by SharePoint.


NMM backs up the SharePoint Server by using the SharePoint VSS Writer, which is 
dependent on the SQL Server VSS Writer, SharePoint SPSearch Writer, and SharePoint 
Server OSearch Writer. The SharePoint SPSearch Writer is present only in SharePoint 
Server 2007 and 2010, and is not present in SharePoint Server 2013.


Backups
NMM supports the following types of backup for standalone and distributed farms:


◆ SharePoint farm (stand-alone and distributed) level backup 


◆ Content database backup


Recovery
NMM supports the following types of recovery for standalone and distributed farms:


◆ SharePoint farm (stand-alone and distributed) level recovery


◆ Content database recovery 


◆ Granular recovery with third-party software, like Kroll Ontrack PowerControl 


Rollback recovery is not supported.


Table 7  List of supported SharePoint Server VSS Writers


Writer Description SharePoint Server version


SharePoint Services 
Writer


The Writer for SharePoint Server SharePoint Server 2013, 
2010, and 2007


SqlServer Writer The VSS Writer for SQL Server SharePoint Server 2013, 
2010, and 2007


OSearch15 VSS Writer The Writer for Microsoft Office server 
search


SharePoint Server 2013


SPSearch4 VSS Writer The Writer for SharePoint Server 
2010 help search


SharePoint Server 2010


OSearch14 VSS Writer The Writer for Microsoft Office server 
search


SharePoint Server 2010


SharePoint Search Writer The Writer for SharePoint Server 
2007 search


SharePoint Server 2007


Office Server Search 
Writer


The Writer for Microsoft Office Server 
search


SharePoint Server 2007
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Simplified SharePoint backup and recovery process in NMM 3.0
Use the NetWorker client to perform backup and recovery of SYSTEM COMPONENTS and 
file system, and NMM to perform backup and recovery of only Microsoft applications.


The save sets c:\inetpub and SYSTEM COMPONENTS:\ that are used in NMM 2.4 SP1 and 
older versions of NMM, are no longer used in NMM 3.0. Instead, the SharePoint 
Configuration Data component is available for SharePoint Server backup and recovery. 
During recovery, SharePoint Configuration Data is available as an option for selection in 
the NMM Recover GUI.


Viewing required volumes for SharePoint recovery
To view the required volumes for SharePoint Server 2007, 2010, and 2013 recovery, 
perform the following steps:


◆ At the database level:


a. Right-click the database whose required volumes you want to view.


b. Select Required volumes.


The Required NetWorker Volumes page with details about the volume appears.


◆ At the subcomponent level:


a. Select the save set whose required volumes you want to view, and select Required 
volumes.


A message that NetWorker is unable to display the required volumes for the 
selected component appears. 


b. To query the particular node whose details are provided in the message, select the 
node, right-click, and select Required volumes.


The Required NetWorker Volumes page with details about the volume appears.


FAST Search Server backup and recovery in SharePoint Server 2010
NMM supports backup and recovery of the following:


◆ FAST Query Search Service Application


◆ FAST Content Search Service Application 


These applications crawl and index the contents to the FAST Search server. The backup 
and recovery operations of the FAST Query Search Service Application and the FAST 
Content Search Service Application are similar to the default search applications. 


NMM does not support backup and recovery of the FAST Search Server. The FAST Search 
sever is a different product and has its own backup and restore scripts. The FAST Search 
server consists of index data and a configuration database. This content should be backed 
up by using the FAST Search Applications scripts. The Microsoft documentation provides 
more information.
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SharePoint Client Direct to AFTD or Data Domain devices
The Client Direct support provided by the NetWorker 8.1 client is included in NMM.


This feature enables clients with network access to AFTD or Data Domain devices to send 
their backup data directly to devices, by passing the NetWorker storage node. The storage 
node manages the devices for the NetWorker clients, but does not handle the backup 
data. The Client Direct feature reduces network bandwidth usage and storage node 
bottlenecks, and provides transmission of highly efficient backup data.


The Client Direct feature is enabled by default during client resource configuration. You 
can disable the Client Direct feature on each client by clearing the Client Direct attribute.


Ensure to specify the complete path of the destination device in the Device Access 
Information attribute when using this feature. NMM performs a traditional storage node 
backup if the Client Direct backup is not available. 


The NetWorker Administration Guide provides information about Client Direct to AFTD or 
Data Domain devices.


SharePoint Server 2013 apps backup and recovery
The apps for SharePoint Server 2013 provide a new method of delivering specific 
information or functionality to a SharePoint site. Site owners can discover and download 
apps for SharePoint from a public SharePoint Marketplace or from their organization's 
internal app Catalog and install them on their SharePoint sites. Microsoft hosts and 
controls a public marketplace, where developers around the world can publish and sell 
their custom apps for SharePoint. The following are examples of apps for SharePoint that 
site owners could add to their sites:


◆ An app that provides event planning tools.


◆ An app that provides a shopping cart experience for a site.


◆ An app that sends a note of recognition for good work (kudos) to someone in the 
organization.


No separate configuration is required to perform backup and recovery of SharePoint apps 
by using NMM. Apps store their internal data in the content database and recovery of the 
content database on the SQL Server recovers the apps in SharePoint site. 


Dedicated front-end Web server crawling with NMM
You can use a dedicated front-end Web server for crawling with NMM, especially if the 
crawling content is producing more traffic on the front-end Web servers than user 
requests. You can specify any front-end Web server in your farm for crawling.


The Microsoft TechNet website provides more details on dedicated web front-end 
crawling.


Use the SharePoint Central Administration to configure a dedicated web front-end:


1. Back up the existing host file.


2. By using SharePoint Central Administration, configure dedicated web front-end 
crawling.


3. After the configuration is complete, a new host file is created by SharePoint Central 
Administration.
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4. Append the host file information from backed up host file to the new host file.


5. Configure NMM backups.


If using AlwaysOn configuration for SQL Server 2012 
NMM supports the SQL Server 2012 feature AlwaysOn. AlwaysOn allows a database to 
have multiple replicas. There can be a maximum number of four secondary replicas. These 
replicas can be configured to be in either synchronous or asynchronous mode. 


A database that is configured as AlwaysOn is treated by NMM as a normal database, and a 
backup of this database can be performed from the primary or secondary replica because 
the replicas are considered to be databases that are residing on separate instances. 
However, there are some restrictions on secondary replicas of the AlwaysOn database, 
and not all backup types are supported for secondary replicas. 


IMPORTANT


To perform backup of secondary replicas, the Readable Secondary option of SQL Server 
2012 AlwaysOn configuration must be set to “Yes.” Enable this option for both primary 
and secondary replicas, because during the backup process, secondary replicas may 
become primary and vice versa.


SQL Server 2012 has also introduced the new functionality Availability Group with 
AlwaysOn. Availability Group is a logical group of databases that have the AlwaysOn 
capability. The Availability Group is failed over to other nodes as a group, that is, all the 
databases which are part of the Availability group are failed over during the failure or 
manual failover.


The Microsoft website describes the AlwaysOn Availability Group functionality in SQL 
Server 2012, and provides detailed information about how to configure your setup to 
utilize this support.


If your setup contains an SQL Server with AlwaysOn configuration, then before recovery 
you must perform certain additional steps. You can either use the SQL Server Management 
Studio GUI or the query window.
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To perform the steps from the SQL Server Management Studio GUI:


1. Open the SQL Server Management Studio and remove the content database from 
Availability Group. Right-click the content database and select Remove Database from 
Availability Group, as shown in Figure 3 on page 27. 


Figure 3  Remove the content database from Availability Group 


2. Perform recovery.


3. After recovery is successful, go to the SQL Server Management Studio and add the 
content database back to Availability Group:


a. Right-click the Availability databases and select the Add Database to Availability 
Group option, as shown in Figure 4 on page 27.


Figure 4  Add the content database to the Availability Group
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b. In the Add Database to Availability Group dialog box:


a. In the Select Databases page that appears, select WSS_Content_AO_webApp1 
and click Next.


b. In the Select Initial Data Synchronization page that appears, as shown in 
Figure 5 on page 28, select the Full option and specify the synchronization 
location, and click Next.


Figure 5  Select Initial Data Synchronization page


The synchronization may fail with an error, as shown in Figure 6 on page 28, in 
case a secondary replica copy with same name exists. 


Figure 6   Validation error
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c. Delete the secondary replica copy that is in restoring mode, as shown in 
Figure 7 on page 29.


Figure 7  Secondary replica copy in restoring mode


d. Rerun the validation.
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The content database is added back to Availability Group, as shown in Figure 7 on 
page 29. 


Figure 8  Database part of Availability Group


4. Return to the NMM GUI and click Continue in the dependency dialog box. Continue 
with the remaining steps.


To perform the steps from the SQL Server Management Studio GUI:


1. On the primary replica server, use the following command: 


ALTER AVAILABILITY GROUP [Group9] REMOVE DATABASE 
[Weekly_test_weekly_data_backup_db9] 


2. On the secondary replica server, delete the AlwaysOn database, which is in restoring 
state.
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Prerequisites
Review the following prerequisites before performing SQL Server VSS scheduled backups:


◆ Start the SQL Server VSS Writer service and ensure that all the databases are online. 
When offline, databases are not backed up and you are not warned if any database is 
offline during the backup operation.


◆ Microsoft recommends that you create a snapshot backup of fewer than 35 databases 
at a time for the supported SQL Server versions. Microsoft Knowledge Base article 
KB943471 at support.microsoft.com/kb/943471 provides more information.


◆ Ensure that a database name in a SQL Server (VSS) instance does not contain either 
leading or trailing spaces, otherwise the nsrsnap_vss_save -? command will not give 
an output. View valid application data save sets by using the nsrsnap_vss_save -? 
command. The NetWorker Module for Microsoft Release 3.0 Administration Guide 
provides details.


Use the following query to locate the presence of such characters in front or at end of 
database names: 


SELECT database_id as DatabaseID, '##'+name+'##' as DatabaseName 
from sys.databases 


Example output: 


DatabaseID  DatabaseName 
8 ##AdventureWorks## -- DB name is fine 
15 ## DBWithLeadingSpace##  -- DB name contains leading spaces 
17 ##DBWithTrailingSpace    ##  -- DB name contains trailing spaces


Configuring scheduled backups
To perform a full backup of supported SQL Server versions, complete the tasks outlined in 
Table 8 on page 32.  


Table 8  Tasks for scheduling a backup 


Backup task Considerations


Configure a backup pool Create a snapshot pool to store the save sets that contain snapshot metadata.
The NetWorker Module for Microsoft Release 3.0 Administration Guide provides details 
about this task.


Configure snapshot policies For SQL Server backups, set the backup snapshot policy according to requirements.
The NetWorker Module for Microsoft Release 3.0 Administration Guide provides details 
about this task.


Configure a backup schedule All SQL Server VSS backups are full.
The NetWorker Module for Microsoft Release 3.0 Administration Guide provides details 
about this task.


Configure a backup group Balance backup loads by setting up backup groups to reduce the impact on storage 
resources and network resources.
The NetWorker Module for Microsoft Release 3.0 Administration Guide provides details 
about this task.


“Configure a SQL Server client 
resource” on page 33


This task is specific to configuring a SQL Server client resource.
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Configure a SQL Server client resource


To configure a SQL Server client resource:


1. In the Administration page of the NetWorker Management Console, click 
Configuration.


2. In the expanded left pane, select Clients.


3. From the File menu, select New.


4. In the General tab, complete the following attributes:


a. In the Name attribute, type the fully qualified hostname of the NetWorker client. 


If you are backing up a SQL clustered instance, use the virtual SQL Server name 
here. Create client resources for all physical cluster nodes that are running the SQL 
clustered instance. 


b. In the Comment attribute, type a description. If you are creating multiple client 
resources for the same NetWorker client host computer, use this attribute to 
differentiate the purpose of each resource.


c. For the Browse Policy attribute, select a browse policy from the list. The browse 
policy determines the period during which the rolled-over data is available for 
quick access.


d. For the Retention Policy attribute, select a retention policy from the list. The 
retention policy determines the period during which the rolled-over data is 
available, although not necessarily quickly.


e. Select the Scheduled Backups attribute.


f. In the Save Set attribute, specify the save set name. 


Use the SQL Server save set syntax listed in Table 9 on page 33 when creating a 
client resource for scheduled backups by using the NetWorker Administration 
program.


Figure 9  SQL Server save set syntax


Type of data to back up Save set syntax


Full SQL Server APPLICATIONS:\SqlServerWriter


Named instances For named instance level backup:
APPLICATIONS:\SqlServerWriter\host%5Cinstance


For example, to back up a SQL Server named instance MT11\BU, type 
the following:
APPLICATIONS:\SqlServerWriter\MT11%5CBU\


Individual databases For individual database level backup:
APPLICATIONS:\SqlServerWriter\host%5Cinstance\<da
tabase name>


For example, to back up an individual database TestDB12, type the 
following:
APPLICATIONS:\SqlServerWriter\MT11%5CBU\TestDB12
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NMM does not support SQL VSS backups for SQL Server Express Editions. Perform a 
SQL Server Express Edition backup by using:
— SharePoint Writer save set in a default SharePoint installation.
or
— The VDI technology workflow. The NetWorker Module for Microsoft for SQL VDI 
Release 3.0 User Guide provides details about SQL Server VDI workflow.


g. In the Group attribute, select the backup group that was configured.


5. Click the Apps & Modules tab:


a. In the Access area:


– For cluster setups of all SQL Server versions, type the Remote user and 
Password.


– For standalone setups for SQL Server 2012, type the Remote user and 
Password.


– For standalone setups for SQL Server versions other than SQL Server 2012, 
leave the Remote user and Password fields empty.


b. In the Backup area:


a. In the Backup command attribute, type the backup command:


nsrsnap_vss_save.exe


b. In the Application information attribute, specify the value: 
NSR_SNAP_TYPE=VSS


6. Click the Globals (1 of 2) tab:


a. Click OK. The alias names are listed automatically in the Aliases attribute. 


b. Complete other attributes, as required.


7. Click OK.


8. Start the backup.
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Overview
The procedure for recovering SQL Server data in a nonclustered environment is different 
from the procedure for recovering SQL Server Express Edition databases. Review the 
sections that are applicable for the setup.


IMPORTANT


Break the replication for SQL Server 2012 databases configured with AlwaysOn before 
recovering the database. Before starting the recovery procedure, perform the steps 
described in “If using AlwaysOn configuration for SQL Server 2012” on page 26.


Performing SQL Server 2012 instance level recovery 
To perform instance level recovery: 


1. On the primary replica server, recover all the system databases. 


Note: For database level restores for AlwaysOn, skip this step.


2. Recover all the user databases or the AlwaysOn database, as the need may be.


3. Rejoin the AlwaysOn database to the Availability Group.


4. Right-click the Availability Group and add database.


5. Select the database and click Next.


6. Specify the shared location and click Next.


7. Connect to the instance and click Finish. 


8. Ensure that both primary and secondary copies of AlwaysOn database are online.


IMPORTANT


Ensure not to backup against the virtual name of the AlwaysOn Availability Group. 
Otherwise the backup fails.


Performing SQL Server data recovery in a stand-alone 
environment


To recover SQL Server data in a stand-alone environment:


1. From the navigation tree, expand the Applications folder and then the 
SQLServerWriter folder.


2. Select the databases to recover.


3. From the SharePoint and SQL Server Recover Session toolbar, click Start Restore.
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During system database recovery, NMM automatically detects and stops the SQL Server 
services for the SQL database instances. After the system database recovery is complete, 
NMM automatically restarts the SQL Server services for the SQL Server database 
instances. 


During user databases recovery NMM does not stop or start the SQL Server services.


Performing instance level recovery for SQL clusters
For instance level recovery on SQL Server cluster, perform the following steps:


1. Use the Windows Cluster Management console to make the SQL Server resource under 
Cluster Group of SQL Server offline.


Now although the instance is offline, the disk is available because the group is online.


2. Perform SQL writer recovery. When performing SQL writer recovery, manually stop and 
start the SQL Server services.


3. In the Cluster Management console, make the SQL Server resource online. Also, 
ensure that all the other SQL resources that depend on the SQL Server are online.
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Overview
The directed recovery procedure does not use the SQL VSS Writer. A recovery performed 
without using SQL Writer guarantees a crash-consistent database, which means that the 
database has no torn or corrupted pages. However, when the snapshot is create NMM rolls 
back all transactions that are in progress. You can perform directed recovery from full SQL 
Server database backup.


You can perform SQL Server directed recovery either to:


◆ The same host — same location or different location


Or


◆ A different host


For SQL Server directed recovery to a different host, the host can be:


◆ A SQL server, web front-end server, or a file server.


◆ Either part of a farm or separate from the farm where the backup is performed.


◆ Either hosting or not hosting SharePoint or SQL services.


The following are not supported:


◆ Directed recovery of:


• Filestream database


• Transparent Data Encryption (TDE) enabled database


• SQL Server Express (SQL Server Express is supported only if configured as part of a 
SharePoint farm. Stand-alone SQL Server Express is not supported.)


◆ Cross-platform directed recovery


For examples, directed recovery of SQL databases on Windows 2008 cannot be 
recovered to Windows 2008 R2, and vice versa.


◆ Directed recovery to:


• Encrypted target 


• Compressed drive


Although recovery takes place, the database attachment fails. 


◆ Directed recovery from SQL system databases.


Before performing SQL Server system databases recovery to an alternate location, stop 
the SQL Server instance if it is running. Recovery of a SQL Server system database to an 
alternate location fails if the SQL Server instance is running. 
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Prerequisites
Ensure that the following prerequisites are taken care of before performing SQL Server 
directed recovery:


◆ When performing directed recovery to a different host:


• The same versions of Windows Servers are installed on both the machines (source 
where the backup is performed and target where the recovery is performed). For 
example, if the backup is performed on a Windows Server 2008 host, then the 
directed recover can be performed only to another Windows Server 2008 host. All 
the database files must be recovered to a single drive.


• The client host where directed recovery browsing is performed has SQL databases 
marked, otherwise the SQL tab is not displayed for directed recover browsing.


• Both the hosts are added as client resources in the NMC.


• It is not required that SQL Server be installed on the client machine where directed 
recovery is performed. 


◆ The recovery drive is available and has sufficient free disk space to accommodate the 
data.


◆ Install the VSS rollup patch from the Microsoft website 
support.microsoft.com/kb/940349. This patch rectifies the XML parsing failure and 
ensures that the directed recovery is successful.


◆ For directed recovery of multiple databases, recover one database at a time. Also, 
separate recovery paths cannot be provided for each database. All the selected 
databases must be recovered to a single target path.


Configuring a SQL Server directed recovery to a different host
To perform a directed recovery of the SQL content databases to a different host:


1. On the host where the recovery is being performed, open the NMM GUI.


2. Select the NetWorker server containing the SQL backups. To select a NetWorker server 
other than the one that is currently selected:


a. Click either of the following options:


– Click the NetWorker Server icon in the NMM GUI of the target client.


– Click Option > Configure Option > Backup Server Name. 


The Change NetWorker Server dialog box appears. 


b. Click the Update Server List button to refresh the list of NetWorker servers.


c. Select the desired NetWorker server and click OK.


3. When directed recovery is being performed to another host, select the alternate client 
host:


a. From the Options menu, select Configuration Options to add the source client to 
the list of clients that you can browse. 


The Configuration Options dialog box appears.
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b. Click the button next to the Client Name field. 


The Select Viewable Clients dialog box appears, as shown in Figure 10 on page 42.


Figure 10  Select Viewable Clients dialog box


4. Select the SQL Server database from the Available clients on list, and click Add to 
move the available clients to the Clients to list on menu bar list.


5. Click OK.


The SQL Server database client appears in the Client list in the NMM GUI.


6. Select the same SQL Server database from the Client list.


The saved SQL databases appear in the list, as shown in Figure 11 on page 42.


Figure 11  List of SQL databases
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7. Select the desired SQL Server for directed recovery:


a. After the application refreshes the current browse tree, ensure that the SharePoint 
and SQL Server Recover Session option is selected. 


The SQL Server application backups are now displayed for directed recovery 
browsing in the current browse tree.


b. Expand the APPLICATIONS > SqlServerWriter tree nodes.


c. Select the desired databases. 


d. In the Recover option, select the SQL tab. The SQL tab is displayed only if the 
databases are marked.


e. On the SQL tab, provide the user defined path, as described in “Recovering to a 
user-defined path” on page 44. 


The Recover Session Options dialog box for SharePoint and SQL Server recover 
session appears, as shown in Figure 12 on page 43. 


Figure 12  Recover Session Options dialog box for SharePoint and SQL Server recover session


8. On the SQL tab, click Browse to browse to the path to which to restore the database.


9. Click OK to start the recovery.


The Recovery Summary window appears.


10. Click Start Recover.


11. After the SQL directed recovery is complete, you can view the SharePoint content 
databases recovered to the specified location. Switch to the Monitor page to view the 
status and progress of the recovery.
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12. When the directed recovery is complete:


• Copy the recovered .mdf and .ldf files to the desired location, which may be on the 
same or different drive.


• Use the SQL Management Studio program to manually attach the .mdf and the .ldf 
files from the respective locations. “Attaching recovered SQL databases” on 
page 46 provides details.


Directed recovery of the same data to the same location again, that is overwriting, is not 
allowed.


Recovering to a user-defined path


To recover SQL databases to a user-defined path:


1. In SharePoint and SQL Server Recover Session, select the database to be recovered.


2. Click Recover.


The Recover Summary dialog box appears.


3. Click Recover Option.


The SharePoint and SQL Server Recover Session Options dialog box appears.


4. Click the SQL tab.


5. Select the Specify the path where the SQL database(s) should be restored option.


6. Click Browse.


7. Select a path in the Browse For Folder dialog box, and click OK. 


8. Click OK in the SharePoint and SQL Server Recover Session Options dialog box. The 
field is read-only and you cannot manually type a path.


Do not provide a path in the NetWorker tab, otherwise recovery will fail.


Configuring a SQL Server directed recovery to the same host
To perform a directed recovery of the SQL content databases to the same host where 
backup was performed:


1. On server where back up was performed, open the NMM GUI.


2. Select the NetWorker server containing the SQL backups: 


a. To select a NetWorker server other than the one that is currently selected, click 
either of the following options:


– Click the NetWorker Server icon in the NMM GUI of the target client.


– Click Option > Configure Option > Backup Server Name. 


The Change NetWorker Server dialog box appears. 
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b. Click the Update Server List button to refresh the list of NetWorker servers.


c. Select the desired NetWorker server and click OK.


3. Select the desired SQL Server location for directed recovery to the same host:


a. After the application refreshes the current browse tree, ensure that the SharePoint 
and SQL Server Recover Session option is selected. 


The SQL Server application backups are now displayed for directed recovery 
browsing in the current browse tree.


b. Expand the APPLICATIONS > SqlServerWriter tree nodes.


c. Select the desired databases. 


d. In the Recover option, select the SQL tab. The SQL tab is displayed only if the 
databases are marked.


e. In the SQL tab, do either of the following:


– Recover the SQL databases to a user-defined location from the SQL tab, as 
described in “Recovering to a user-defined path” on page 44.


– Recover the SQL databases to a default recover path, as described in 
“Recovering to default recover path” on page 45.


The Recover Session Options dialog box for SharePoint and SQL Server recover 
session appears. 


4. On the SQL tab, click Browse to browse to the path to which to restore the database.


5. Click OK to start the recovery.


The Recovery Summary window appears.


6. Click Start Recover.


7. After the SQL directed recovery is complete, you can view the SharePoint content 
databases recovered to the specified location. Switch to the Monitor page to view the 
status and progress of the recovery.


8. When the directed recovery is complete, copy the recovered .mdf and .ldf files to the 
desired location, which may be on the same or different drive.


9. Use the SQL Management Studio program to manually attach the .mdf and the .ldf 
files from the respective locations. “Attaching recovered SQL databases” on page 46 
provides details.


Recovering to default recover path


To recover SQL databases to the default recover path:


1. In System recover Session, select the database to be recovered.


2. Click Recover. 


The System Recover Summary dialog box appears. 


3. Click Recover Option.


The System Recover Session Options dialog box appears.
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4. Click the SQL tab.


5. Select the Restore SQL file to local machine using their original directory path option.


6. Click OK.


The File System Recover Summary form appears.


The SQL database recovery path is based on the original path. This is the default SQL 
recovery path option. 


7. Click Start Recover to start the directed recovery. 


8. Switch to the Monitor page to view the status and progress of the recovery.


Attaching recovered SQL databases


To manually attach the recovered SQL databases:


1. Start the SQL Management Studio.


2. In the SQL Attach Database dialog box:


a. Locate the primary database file to attach. 


SQL recovers all primary database files (.mdf), logs files (.ldf), and secondary 
database files (.ndf), if present. 


b. The SQL Administrator must know which files are the primary database files.


c. Once the primary database file is attached, SQL automatically identifies the other 
database files, provided the files are all at the same location. 


d. If the other database files are not in the same location, then you must specify the 
respective locations of the restored files:


– .mdf


– .ldf


– .ndf


3. Click OK to create the database. 


The database is now created and available.
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Examples of log messages in NMM log file and Monitor page
The following are examples of messages for SQL directed recovery in the NMM log file and 
the Monitor page:


◆ Recover to original location messages:


Command line:\n C:\Program Files\Legato\nsr\bin\nsrsnap_vss_recover.exe -A 
RESTORE_TYPE_ORDER=conventional -A BR_ELEVATED_WARNING=true -s 
mb-nwsvr-1.baker.legato.com -c mb-clnt-3.belred.legato.com -A NSR_SNAP_TYPE=vss 
-A NSR_SQL_RECOVER_MODE=alt_location -A NSR_SQL_TARGET_ORIG=yes -I - 


nsrsnap_vss_recover: flag=A arg=NSR_SQL_RECOVER_MODE=alt_location 
nsrsnap_vss_recover: flag=A arg=NSR_SQL_TARGET_ORIG=yes 
NMM .. Performing SQL directed restore. 
NMM .. SQL directed restore will relocate database files to their original locations.


◆ Recover to user-defined location messages:


Command line:\n C:\Program Files\Legato\nsr\bin\nsrsnap_vss_recover.exe -A 
RESTORE_TYPE_ORDER=conventional -A BR_ELEVATED_WARNING=true -s 
mb-nwsvr-1.baker.legato.com -c mb-clnt-3.belred.legato.com -A NSR_SNAP_TYPE=vss 
-A NSR_SQL_RECOVER_MODE=alt_location -A NSR_SQL_TARGET_DIR=E:\ -I - 


nsrsnap_vss_recover: flag=A arg=NSR_SQL_RECOVER_MODE=alt_location 
nsrsnap_vss_recover: flag=A arg=NSR_SQL_TARGET_DIR=E:\ 
NMM .. Performing SQL directed restore. 
NMM .. SQL directed restore will relocate database files to path[E:\]. 
NMM .. SQL directed restore relocating database files for database 


[APPLICATIONS:\SqlServerWriter\MB-CLNT-3\AcmeBank]. 
NMM .. SQL directed recover, relocating file [C:\Program Files\Microsoft SQL 


Server\MSSQL10.MSSQLSERVER\MSSQL\DATA\AcmeBank.mdf] to [E:\Program 
Files\Microsoft SQL Server\MSSQL10.MSSQLSERVER\MSSQL\DATA\AcmeBank.mdf]. 


NMM .. SQL directed recover, relocating file [C:\Program Files\Microsoft SQL 
Server\MSSQL10.MSSQLSERVER\MSSQL\DATA\AcmeBank_log.ldf] to [E:\Program 
Files\Microsoft SQL Server\MSSQL10.MSSQLSERVER\MSSQL\DATA\AcmeBank_log.ldf]. 


NMM .. SQL directed recover, relocating file [C:\Program 
Files\Microsoft SQL 
Server\MSSQL10.MSSQLSERVER\MSSQL\DATA\AcmeBank2.mdf] to [E:\Program 
Files\Microsoft SQL 
Server\MSSQL10.MSSQLSERVER\MSSQL\DATA\AcmeBank2.mdf].
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Prerequisites
Ensure that the following prerequisites are taken care of before performing SharePoint 
Server scheduled backups:


◆ The NetWorker client and NMM are installed on hosts with data that needs to be 
backed up.


◆ The SharePoint services Writer is registered, so that the save sets can be browsed and 
backed up successfully.


◆ The nsrsnap_vss_save command runs under the security context of SYSTEM user. So 
that the SYSTEM user can run SharePoint PowerShell, provide the required 
permission:


• For SharePoint Server 2010 and 2013, perform both the following steps:


– Use the command: Add-SPShellAdmin -UserName 
"<DOMAIN>\<HOSTNAME>$"


Verify that the SYSTEM account is added to SPShellAdmin by using the 
command Get-SPShellAdmin.


– Grant Windows logon account the SQL Server system dbcreator, public, and 
sysadmin permissions, as shown in Figure 13 on page 50. These permissions 
must be provided to the user NTAUTHORITY\SYSTEM on a standalone farm and 
to the user DOMAIN\HOSTNAME$ on a distributed farm.


Figure 13  Granting permissions to view subcomponents in the NMM GUI


• For SharePoint Server 2007, grant Windows logon account the SQL Server system 
dbcreator, public, and sysadmin permissions, as shown in Figure 13 on page 50. 
These permissions must be provided to the user NTAUTHORITY\SYSTEM on a 
standalone farm and to the user DOMAIN\HOSTNAME$ on a distributed farm.


◆ Ensure that all SharePoint databases are mounted before backing up the application 
server. Unmounted databases are not backed up.
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◆ Do not move or change Admin component of Search inside the same SharePoint 
Server after installation. 


◆ Any major change made to the SharePoint configuration or database structure 
requires a fresh backup. For example, if a farm backup is performed on Monday, and 
then a new content database is added on Tuesday, a fresh backup of the complete 
farm must be performed to keep the backup up-to-date. 


◆ Configure the SharePoint farm with the SQL Server using FQDN or shortname of the 
SQL Server and not the SQL Server IP. An alias should not exist for a dependent SQL 
Server, when using the Client Configuration Wizard to create a client resource. An error 
occurs when in the SharePoint farm, some of the web applications are configured 
with SQL Server IP and other web applications are configured with SQL Server 
shortname.


If a SharePoint farm is configured with an SQL Server using the IP of the SQL Server 
and client resources for the SharePoint farm are created by using the Client 
Configuration Wizard, the SQL cluster virtual client resource summary displays both 
the IP and shortname in “other client” resource. Subsequently, the client resource 
creation for SharePoint Server and SQL Server fails with the error “<SQL server 
shortname> is already an alias of the <SQL server IP>”. 


Viewing valid application data save sets
When configuring a client resource, you are required to enter the save sets in the Save Set 
attribute of the client resource. To view a list of the application data save sets that are 
available for backup:


1. Open a command prompt on the web front-end server.


2. Type the required command, as provided in Table 9 on page 51:


3. Press Enter. 


Table 9  Commands for displaying valid application data save sets


Application server Command


Microsoft SharePoint 
Server 2007 


At the command prompt, type:
nsrsnap_vss_save -?
Example output:
“APPLICATIONS:\Microsoft Office SharePoint 


Services”


Microsoft SharePoint 
Server 2010


At the command prompt, type:
nsrsnap_vss_save -?
Example output:
“APPLICATIONS:\Microsoft Office SharePoint 


Services”


Microsoft SharePoint 
Server 2013


At the command prompt, type:
nsrsnap_vss_save -?
Example output:
“APPLICATIONS:\Microsoft Office SharePoint 


Services”
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Each line of output corresponds to a save set entry that you can add to the Save Set 
attribute of a client resource. Each entry that you add to the Save Set attribute must be 
typed on a separate line. Remove the inverted commas when copying the save set 
name from the output.


URL encoding for SQL and SharePoint save sets


When specifying save set names in the Save Set attribute of the client resource, there are 
cases where special characters, such as the backward slash (\), must be specified by their 
URL-encoded values. 


Table 10 on page 52 lists the most commonly used special characters and their URL 
values.


Examples of save sets for various SharePoint farm configurations


Ensure that the SharePoint VSS Writer is registered using STSADM -o registerwsswriter 
command before proceeding.


To display a list of the SharePoint Server 2007, 2010, and 2013 save sets that are 
available for backup, type the following command on the application server and press 
Enter:


nsrsnap_vss_save -?


Review the following examples for save sets that you can use for backup of SharePoint 
farm components.


Example 1: SharePoint Server standalone farm 
A stand-alone farm in which the host contains the SharePoint Server 2010 and SQL Server. 
The NetWorker server should backup the following on same client:


APPLICATIONS:\Microsoft Office SharePoint Services


Example 2: SharePoint Server distributed farm with two servers
A distributed farm with two servers of which one contains the web front-end and Central 
Admin, and the other contains the SQL Server.


Table 10  Special characters and their URL-encoded values


Special 
character URL-encoded value


Special 
character URL-encoded value


\ %5C ? %3F


/ %2F ] %5D


" %22 [ %5B


% %25 } %7D


# %23 { %7B


& %26 ^ %5E


< %3C ‘ %60


> %3E | %7C
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The NetWorker server has two client resources, one for each server. Each client resource 
has different save sets:


◆ SharePoint web front-end host save set for resource 1: 


APPLICATIONS:\Microsoft Office SharePoint Services


◆ SQL Server host save set for resource 2:


APPLICATIONS:\SqlServerWriter


Example 3: SharePoint Server distributed farm with four servers 
A distributed farm with four servers:


◆ Server A - Runs the web front-end and the search components


◆ Server B - Runs only search components


◆ Server C - Runs only the web front-end


◆ Server D - SQL Server


In this example, the following save sets are backed up on each web front-end.


EMC recommends that you schedule backups of the Application Writer (SQL Server or 
SharePoint Server), and the operating system in different schedules.


The SharePoint Configuration Data is backed up internally by Microsoft Office SharePoint 
Services.


Table 11  Example: Required save sets to be backed up


Type of backup data Required save sets to be backed up


Server A Take individual backups of all these save sets:
APPLICATIONS:\Microsoft Office SharePoint 
Services 


Server B Take individual backups of all these save sets:
APPLICATIONS:\Microsoft Office SharePoint 
Services 


Server C Take individual backups of all these save sets:
APPLICATIONS:\Microsoft Office SharePoint 
Services 


SQL Server Take individual backups of all these save sets:
APPLICATIONS:\SqlServerWriter
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Configuring scheduled backups
To configure a SharePoint Server backup, perform the tasks outlined in Table 12 on 
page 54.


Enable services for backup


Before starting a backup, ensure that the services for the following are enabled and 
started:


◆ Windows SharePoint VSS Writer that is running the web front-end host 


◆ SPSearch Writer and OSearch Writer


◆ SQL Server VSS Writer that is running on the host that contains the configuration 
database or content databases


The services for the VSS Writers must be enabled and started on each host. In a 
stand-alone configuration, all the Writers and services run on one host. In a distributed 
configuration, the SQL Server and SharePoint Servers may run on separate hosts. 


Start Windows SharePoint Search Services if SharePoint search is configured. This service 
is not started automatically. 


Table 12  Tasks for SharePoint Server backups 


Tasks Considerations


“Enable services for backup” on page 54 Several services must be enabled and started on the hosts where the VSS Writers are 
run or SharePoint search activities are being performed, or else backup fails.


“Register the SharePoint VSS Writers” on 
page 55


Register the VSS Writers.


Configure a backup schedule Set up a consistent schedule of full farm level backups. Configure a backup 
schedule so that a farm is backed up automatically at a regular interval, and the farm 
data is later recovered successfully. You must configure only full backups of 
SharePoint and SQL writers.
If backing up individual content databases, schedule these in between the full farm 
level backups.
The NetWorker Module for Microsoft Release 3.0 Administration Guide provides 
details about this task.


Configure a NetWorker backup group Backup groups enable you to balance backup loads to reduce the impact on your 
storage and network resources.
• Put all the client resources in the same NetWorker group to avoid inconsistencies 


in SharePoint data. 
• Do not put more than one instance of a client resource in the same group. 


Note: EMC recommends that all the SharePoint hosts be in the same NetWorker group 
resource. You must create a group for SharePoint and SQL Writers.


The NetWorker Module for Microsoft Release 3.0 Administration Guide provides 
details about this task.


“Configure a SharePoint Server client 
resource” on page 55 


You can use either of the following methods to configure the client resource:
• Use the Client Configuration Wizard
• Use the NetWorker Administrator Program
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Register the SharePoint VSS Writers


Use the “Service account” privileges used for SharePoint installation to register the 
SharePoint Writer wsswriter.


To register the SharePoint Writer:


1. The SharePoint Writer must be registered on all nodes where SharePoint is installed by 
using the command line STSADM.exe. Go to the location for the STSADM.exe provided 
in Table 13 on page 55.


2. Type the following command to register the SharePoint Writer:


Run STSADM.EXE -o registerwsswriter


Configure a SharePoint Server client resource


To create a client resource, you can use either of the following methods from the 
NetWorker Management Console:


◆ “By using the Client Configuration Wizard” on page 55


◆ “By using the NetWorker Administrator program” on page 61


All the procedures described in this section must be performed on a NetWorker server. 
Use the NetWorker Management Console program (NMC) to access the NetWorker 
Administration page to perform all the procedures. Click the question mark icon  at the 
bottom left of each page of the NMC for details about each field in the page. The 
NetWorker Administration Guide provides details about NMC.


By using the Client Configuration Wizard 
To use the Client Configuration Wizard option from the NetWorker Management Console, 
you must install:


◆ NetWorker server 8.1 or later


◆ NetWorker Management Console (NMC) server 8.1 or later


◆ NetWorker client 8.1 or later


Table 13  Location for STSADM.exe


SharePoint Server version Location for STSADM.exe


SharePoint Server 2007 C:\Program Files\Common files \Microsoft Shared \Web server 
extension\12\BIN


SharePoint Server 2010 C:\Program Files\Common files \Microsoft Shared \Web server 
extension\14\BIN


SharePoint Server 2013 C:\Program Files\Common files \Microsoft Shared \Web server 
extension\15\BIN
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The Client Configuration Wizard for SharePoint has the following properties:


◆ The wizard simplifies the client resource configuration of NMM clients for scheduled 
backup of SharePoint farms. 


◆ The wizard configures client resources for a stand-alone configuration or for 
distributed configurations.


◆ The wizard automatically configures SharePoint application-specific save sets, backup 
command, Application Information parameters, command line options, and so on.


◆ The wizard provides remote browsing of a SharePoint farm to select the save sets for 
scheduled backup in a distributed configuration.


◆ The wizard creates client resource for all dependent clients like Web front-ends, 
Search Servers, and SQL Servers attached with the SharePoint farm.


Do not use the Client Configuration Wizard if the SQL Server is running in a clustered 
environment. Use the NMC to manually create client resources for all the physical nodes.


When the Client Configuration Wizard is used for modification, any change made in the 
save set selection is reflected in the client resource. However, dependent client resources 
are not modified by the Client Configuration Wizard. Use the NMC to manually modify the 
dependent client resources.


To configure a client resource by using the Client Configuration Wizard:


1. In the Administration window of the NetWorker Management Console, do either of the 
following:


• Click Configuration > Configuration > New Client Wizard.


• Right-click the client and from the menu that appears, click Configuration > New 
Client Wizard.


2. In the Specify the Client Name and Type page:


a. Type the name of the client where NMM is installed in the Client name field. 


b. Select the Traditional NetWorker Client option.


c. Click Next.


The wizard automatically detects the applications that are installed on the client 
specified in the Specify the Client Name and Type page and displays the list from 
which you can select the backup type. Because SharePoint Server 2007, or 2010, or 
2013 is installed, the backup option Microsoft SharePoint Server appears in Specify 
the Backup Configuration Type page.


3. In the Specify the Backup Configuration Type page:


a. The client operating system and the NetWorker version being used in the 
configuration setup are automatically displayed in the Client Operating System 
field and NetWorker Version field respectively.


b. Select the Microsoft SharePoint Server option.


c. Click Next.


The Select the Client Backup Options page appears. This page displays the SharePoint 
Server version and the list of all the available components.
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4. In the Specify the Client Backup Options page, as shown in Figure 14 on page 57: 


a. The Client Direct option is selected by default. The Client Direct support provided 
by NetWorker 8.1 is available in NMM. The NetWorker Module for Microsoft Release 
3.0 Administration Guide and NetWorker Release 8.1 Administration Guide provide 
details about this feature.


b. Select a NetWorker volume pool or another target pool of your choice. If the Target 
Pool field is left blank, the client is not associated to any pool.


c. Under Deduplication, select one of the following options:


– None — If you have not set up data deduplication.


– Data Domain backup — If you are using a Data Domain device for data 
deduplication. 


– Avamar deduplication backup — If you are using an Avamar device for data 
deduplication. After selecting this option, choose the Avamar node from the 
available list.


d. Click Next.


Figure 14  Specify the Client Backup Options page


The Select SharePoint Backup Objects page appears.


5. In the Select SharePoint Backup Objects page, as shown in Figure 15 on page 58, the 
entire farm is marked for backup.
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Figure 15  Select SharePoint Backup Objects page 


You can:


a. Select the farm at root level or individual save sets for backup. Expand the root to 
view and mark the individual save sets. 


b. Click Next.


The Specify Backup Options page appears. 


6. In the Specify Backup Options page, as shown Figure 16 on page 59, select the Data 
Mover Options option if a VSS hardware provider is installed on the SQL Server:


a. Select the Use a data mover for this backup option.


b. In the Name field, select a data mover name from the available list or manually 
enter the name of the data mover name. 


In a distributed SharePoint Farm, the client resources for all dependant hosts, such 
as content database server, are configured with the same data mover name 
selected by you. To change the data mover name for a particular host, manually 
modify the data mover option setting.


c. Click Next.
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Figure 16  Specify Backup Options page


The Select the Client Properties page appears.


7. In the Select the Client Properties page:


a. Select the browse policy, retention policy, and backup schedule for the backup. 


b. Type a comment for the client in the Client Comment field.


c. Leave the Remote Access field blank.


d. Click Next.


The Specify the NetWorker Backup Group page appears.


8. In the Choose the Backup Group page, select either of the following options and click 
Next:


• Add to an existing group — Select a group from the existing list. Only groups with 
valid snapshot policies are available for selection.


After an existing group is selected, if a storage node is being used in your 
configuration setup, the Specify the Storage Node Options page appears.


• Create a new group — To create a new group, select this option:


– Type the a group name.


– Select zero (0) in client retries.
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– Choose the schedule backup time in the Schedule Backup Start Time. 


– Select the Automatically start backup at the scheduled time to start the backup 
automatically at the designated time.


If a new group is created, you are taken directly to the Specify Snapshot Policy 
page appears, where you must:


a. Select either of the following:


Use an existing snapshot policy — To choose a policy that has already been 
create on the NetWorker server.


Create a new snapshot policy — To create a new snapshot policy.


b. Choose an option in Snapshot Backup Options. 


c. Click Next.


If a storage node is being used in your configuration setup, the Specify the Storage 
Node Options page appears.


9. In the Specify the Storage Node Options page:


• Under Backup Storage Nodes, select either of the following options and click Next:


– Backup to NetWorker server only — To select the NetWorker server when a 
NetWorker storage node is not being used.


– Backup to the following storage nodes — To select the NetWorker storage node 
name and other details.


• Under Recovery Storage Nodes, select either of the following options and click 
Next:


– Recover to the NetWorker server only — To select the NetWorker server when a 
NetWorker storage node is not being used.


– Recover to the following storage nodes — To select the NetWorker storage node 
name and other details.


The Backup Configuration Summary page appears.


10. Check the details in the Backup Configuration Summary page, and click Back revisit 
the previous pages, or click Create to configure the client resources.


The Check Results page appears with details about the client resources that have 
been created for a required SharePoint farm. For example, a client resource is created 
for each host of the SharePoint farm that was selected.


11. To verify the details for the client, select the client and view the Client Properties page 
in the NetWorker Management Console.
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Use the Configuration > Configuration > Modify option to make changes to the client 
resources that were created earlier. 


When a web front-end client is selected for modification and the save set selection is 
changed, a change is subsequently required in the corresponding existing SQL client 
resource. However, the Client Configuration Wizard does not update the SQL client 
resource according to the new selection. This is because the Client Configuration Wizard is 
designed in such way that a modification is only meant for a client resource that is being 
selected for modification.


By using the NetWorker Administrator program
To configure a client resource on a host:


1. In the Administration window of the NetWorker Management Console, click 
Configuration.


2. In the expanded left pane, select Clients.


3. From the File menu, select New.


4. In the General tab, complete the attributes:


a. In the Name attribute, type either of the following:


– The fully qualified domain name (FQDN) of the NetWorker client computer.


– The hostname of the NetWorker client computer.


b. In the Comment attribute, type a description. If you are creating multiple client 
resources for the same NetWorker client host computer, use this attribute to 
differentiate the purpose of each resource.


c. In the Save Set attribute, specify the components to be backed up.


Table 14 on page 61 lists the SharePoint Server save set syntax that specifies the 
supported types of SharePoint Server data.


d. For the Group attribute, select the backup group to which this client resource will 
be added. If client resources for the same NMM client host are added to different 
backup groups, ensure that the Start Time attribute for each backup group is 
spaced such that the backups for the host’s client resources do not overlap. 


Table 14  Required save sets to back up


Type of backup data Save sets to back up


Full SharePoint backup APPLICATIONS:\Microsoft Office SharePoint Services 


SharePoint content database APPLICATIONS:\SqlServerWriter 


SharePoint web front-end APPLICATIONS:\Microsoft Office SharePoint Services 


SharePoint Search Index and 
SharePoint Content Index


APPLICATIONS:\Microsoft Office SharePoint Services
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e. In the Backup command attribute, type the backup command.:


nsrsnap_vss_save.exe


f. In the Application information attribute, type NSR_SNAP_TYPE=vss.


g. In the Deduplication area:


– To enable client-side Data Domain Boost deduplication backups, select the 
Data Domain backups option.


– To enable Avamar deduplication backups, select the Avamar deduplication 
backup option, and choose the deduplication node to which this client's 
backup data will be sent from the Avamar deduplication node menu. This node 
should be the same deduplication node specified for the DAG member server. 
This step links this client with its own deduplication node. Do not select the 
name of a replication node.


5. Click the Globals (1 of 2) tab:


a. Click OK. The alias names are listed automatically in the Aliases attribute.


b. Complete other attributes, as required.


6. Click OK.


7. Start the backup. 
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Requirements
Review that the following requirements before performing recovery procedures:


◆ Perform the recovery process in the following sequence:


a. SharePoint Configuration Data


b. SharePoint Writer (for SharePoint databases recovery)


Data loss occurs if this sequence is not followed. 


◆ It is a Microsoft requirement that if a SharePoint configuration database is recovered 
as part of an entire farm recovery, all the content databases in that farm must also be 
recovered for the SharePoint Writer to ensure consistency. However, a content 
database can be recovered separately without the recovery being a part of an entire 
farm recovery. 


◆ If a SharePoint farm has SQL Server 2012 databases that are configured with 
AlwaysOn, ensure to break the replication before recovering the database. Before 
starting the recovery procedure, perform the steps described in “If using AlwaysOn 
configuration for SQL Server 2012” on page 26.


Performing a full recovery of a stand-alone environment
In a stand-alone environment, a full recovery includes recovery of:


◆ SharePoint Configuration Data


◆ All SharePoint databases, including configuration database and all content 
databases.


To perform a full recovery of SharePoint Server farm in a stand-alone environment:


1. Open the NMM client GUI. 


2. Recover SharePoint Configuration Data.


3. In the navigation tree, expand the APPLICATIONS folder and select Microsoft Office 
SharePoint Services. 


4. From the SharePoint and SQL Server Recover Session toolbar, click Recover.


Recovery proceeds to completion. Details about the recovery are displayed in the 
Monitor page. 


Performing recovery of an individual item 
To restore the list item that is deleted from document library, perform the following steps:


1. Start the recovery process from the web front-end:


a. Open the NMM GUI.


b. In the navigation tree, expand the APPLICATIONS folder and select the web 
application that contains the items and sites that need to be recovered.


c. Click Recover.
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d. In the Recovery Summary page, click Start Recover.


A dependency dialog box appears with a list of the components that must be 
restored and the names of the remote SQL Server hosts on which the restore must 
be performed.


Figure 17  Example dependency dialog box


2. On the remote SQL Server host:


a. Open the NMM GUI.


b. In the navigation tree, locate and mark the dependent SQL content database that 
is listed in Figure 18 on page 65.


Figure 18  Perform SQL VSS restore
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c. Click Recover.


3. Return to the NMM GUI on web front-end, and click Continue in the dependency dialog 
box as shown in Figure 17 on page 65.


Recovery proceeds to completion. Details about the recovery are displayed in the 
Monitor page, as shown in Figure 19 on page 66.


Figure 19  SharePoint Writer recovery


4. After the recovery, go to the Central Administration and check that the list item is 
restored in the website.


Performing a web application recovery


When performing a web application recovery from a web server in a standalone 
configuration (where the web server and SQL Server are on the same machine), restore the 
Configuration Database and Content Database with SqlServerWriter. You are not prompted 
by the NMM software to do this but restoring the Configuration Database and Content 
Database with SqlServerWriter is required for successful recovery. 


Skip the steps for recovering the Content Database with SharePoint Writer when 
recovering Configuration Database and Content Database with SqlServerWriter.
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To restore the web application, and associated content database and web site, perform 
the following steps:


1. Start the recovery process on the application server:


a. Open the NMM client.


b. Under SharePoint Configuration Data, select the IIS Config Writer, IIS Metabase 
Writer, and IIS Virtual Directories, as shown Figure 20 on page 67. 


To be able to select the IIS Writers, follow the steps provided in “Selecting the IIS 
Writers” on page 77.  


Figure 20  SharePoint Configuration Data


c. Click Recover. 


d. In the Recovery Summary page, click Start Recover.


You are prompted to restart the application server and a dialog box with the 
message “The system must be rebooted to complete the recovery process. Would 
you like to reboot now?” appears, as shown in Figure 21 on page 67.


Figure 21  Dialog box prompting a system reboot


e. Click Yes.
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2. After the application server is restarted:


a. Open the NMM GUI.


b. Select the content database that is associated with the web application that needs 
to be restore, as shown in Figure 22 on page 68.  


Figure 22  Corresponding content database of deleted web application


c. Select Recover.


A dependency dialog box appears, as shown in Figure 23 on page 68, with a list of the 
components that must be restored and the names of the remote SQL Server hosts on 
which the restore must be performed. 


Figure 23  Dependency dialog box 


3. On the remote SQL Server host:


a. Open the NMM GUI.
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b. In the navigation tree, locate and select the SQL Server content database and 
SharePoint configuration database, as shown as Figure 24 on page 69. Although 
the SharePoint configuration database is not mentioned in dependency dialog 
box, it must be restored for complete restore of web application.


Figure 24  Select all the dependent configuration databases


d. Click Recover.


4. Return to the NMM GUI on the application server, and click Continue in the 
dependency dialog box. 


Recovery proceeds to completion. Details about the recovery are displayed in the 
Monitor page, as shown in Figure 25 on page 70.
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Figure 25  The Monitor view that shows that the SharePoint Writer restore is successful.


5. After the recovery, go to the Central Administration and check that the web application 
is restored, as shown in Figure 26 on page 70.


Figure 26  Central Administration to check that the web application


Performing SharePoint Server search services recovery
To restore the search service application that is deleted, perform the following steps:


1. Start the recovery process on the application server:


a. Open the NMM client GUI.
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b. Select SharePoint Configuration Data, as shown Figure 27 on page 71. To be able 
to select the IIS Writers, following the steps provided in “Selecting the IIS Writers” 
on page 77.


Figure 27  SharePoint Configuration Data - System reboot required


c. Click Recover. 


d. In the Recovery Summary page, click Start Recover.


After recovery is complete, you are prompted to restart the application server and a 
dialog box with the message “The system must be rebooted to complete the 
recovery process. Would you like to reboot now?” appears.


e. Click Yes.


2. After the application server restarts:


a. Open the NMM GUI.


b. Select the SharePoint Service Writer.


c. Click Recover. 


A dependency dialog box appears with a list of the components that must be restored 
and the names of the remote SQL Server hosts on which the restore must be 
performed. 
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3. On the remote SQL Server host:


a. Open the NMM client GUI.


b. In the navigation tree, locate and select the SQL Server content database and 
SharePoint configuration database. Although the SharePoint configuration 
database is not mentioned in dependency dialog box, it must be restored for 
complete restore of search service application.


c. Click Recover.


4. Return to the NMM GUI on the application server, and click Continue in the 
dependency dialog box.


Recovery proceeds to completion. Details about the recovery are displayed in the 
Monitor page.


Figure 28  Successful SQL Writer restore for SharePoint databases
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5. Go to the Central Administration and check that the search service application is 
restored, as shown in Figure 29 on page 73. The search service application is in the 
improvised state. 


Figure 29  Central Administration and check the SSP


6. On the application server:


a. Open the NMM client.
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b. Select the BootableSystemState from SharePoint Configuration Data, as shown 
Figure 30 on page 74.


Figure 30  Restore the bootable system state from SharePoint Configuration Data in NMM


c. Click Recover.


After the restore, you are prompted to restart the host.
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7. After the application server is restarted, go to the Central Administration and check 
that the deleted data is restored, as shown in “Deleted Search Service Application is 
restored” on page 75.


Figure 31  Deleted Search Service Application is restored


Additional steps required for SharePoint Server 2013
Perform the following steps after performing step 1 through step 7 :


1. Copy the Search Topology file to a different location. This file is by default recovered as 
<filename>.xml in drive C:\.


2. Go to Central Administration and delete the Search Service Application (SSA).


3. Again restore the search databases from the SQL Server.


4. Restore Search Server Application from the Search Topology .xml file.


For example, run the following PowerShell commands of SharePoint:


"PS C:\Users\administrator.NMMDEV> $applicationPool = 
New-SPServiceApplicationPool -name "SARestorePool" -account 
"nmmdev\administrator"
"PS C:\Users\administrator.NMMDEV> 
Restore-SPEnterpriseSearchServiceApplication -Name "Search Restore 
Application 1" -ApplicationPool $applicationPool -TopologyFile 
C:\SSA1Topology.xml -KeepId
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The following is displayed:


Name                  : Search Restore Application 1
Id                    : d85b7565-29cb-42cc-8260-ba81c1eeae4e
ServiceName           : SearchQueryAndSiteSettingsService
CrawlTopologies       :
CrawlStores           : 
{Search_Service_Application_1_CrawlStoreDB_673fc16067a3
                        408882132498ab2ab9a0}
ActiveTopology        : TopologyId: 
aaea2ad5-0e2a-4a03-a3ee-aceee2b46b42,
CreationDate: 11/9/2012 8:19:00 AM, State: Active,
Components: 
AnalyticsProcessingComponent[AnalyticsProcessingComponent1, 
33f4c22a-848a-4432-b8c3-1ceb22bf6a86] part of 
aaea2ad5-0e2a-4a03-a3ee-aceee2b46b42 on SHAREPOINTFARM1, 
AdminComponent[AdminComponent1, 
57639b4e-a901-4e87-ab30-4bca077d750f] part of 
aaea2ad5-0e2a-4a03-a3ee-aceee2b46b42 on SHAREPOINTFARM1, 
ContentProcessingComponent[ContentProcessingComponent1, 
8d1dd334-a0e8-49ad-8b9e-5064885db5db] part of 
aaea2ad5-0e2a-4a03-a3ee-aceee2b46b42 on SHAREPOINTFARM1, 
QueryProcessingComponent[QueryProcessingComponent1, 
bfa2af77-ecaa-4284-882e-649a4599047d] part of 
aaea2ad5-0e2a-4a03-a3ee-aceee2b46b42 on SHAREPOINTFARM1, 
IndexComponent[IndexComponent1, 
19def9aa-eb42-4719-8c86-cf3206145f68] part of 
aaea2ad5-0e2a-4a03-a3ee-aceee2b46b42 on SHAREPOINTFARM1, 
CrawlComponent[CrawlComponent0, 
9e65f76a-7ebd-4661-954b-d8bec5b58243] part of 
aaea2ad5-0e2a-4a03-a3ee-aceee2b46b42 on SHAREPOINTFARM1
SearchAdminDatabase   : SearchAdminDatabase 
Name=Search_Service_Application_1_D 
B_5d76d14d77cf406b8573d051195018e9
Status                : Online
DefaultSearchProvider : SharepointSearch
Properties            : 
{Microsoft.Office.Server.Utilities.SPPartitionOptions}


"PS C:\Users\administrator.NMMDEV> $ssa = 
Get-SpenterpriseSearchServiceApplication -Identity "Search Restore 
Application 1"
"PS C:\Users\administrator.NMMDEV> 
New-SPEnterpriseSearchServiceApplicationProxy -Name "Search Restore 
Application 1" -SearchApplication $ssa


The following is displayed:


DisplayName          TypeName             Id
-----------          --------             --
Search Restore Ap... Search Service Ap... 
6d132d7f-2874-45ba-9950-cdc79f1991f9


5. Run the following command:


net stop SPSearchHostController


Note: You can stop the service by using services.msc too.


6. Open the NMM GUI.


7. Restore only Office SharePoint Server Search service (Osearch) writer.


The index file is restored.
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8. Run the following command:


net start SPSearchHostController


9. Either restart the server or run the following PowerShell commands to restart the 
search service application:


"PS C:\Users\administrator.NMMDEV> 
Get-SPEnterpriseSearchServiceInstance -Local | 
Start-SPEnterpriseSearchServiceInstance
"PS C:\Users\administrator.NMMDEV> $qssInstance =  
Get-SPEnterpriseSearchQueryAndSiteSettingsServiceInstance -Local
"PS C:\Users\administrator.NMMDEV> 
Start-SPEnterpriseSearchQueryAndSiteSettingsServiceInstance 
-Identity $qssInstance
"PS C:\Users\administrator.NMMDEV> 
Resume-SPEnterpriseSearchServiceApplication -Identity $ssa


Selecting the IIS Writers


In the NMM GUI, go to the SharePoint and SQL Server Recover Session Options > Recover 
Options > NetWorker tab and clear the Microsoft best practices for selecting the system 
state option, as shown in Figure 32 on page 77.


Figure 32  Clear Microsoft best practices for selecting the system state


You can now select and restore only IIS Config Writer and IIS Metabase Writer under 
SharePoint Configuration Data.
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Performing SQL Server Express database recovery


SQL Server Express recovery using NMM VSS technology can be performed only if the SQL 
Server Express is configured with SharePoint. 


For setups where SQL Server Express is not configured with SharePoint, you can use the 
SQL Server VDI workflow for SQL Server Express backups. The NetWorker Module for 
Microsoft for SQL VDI Release 3.0 User Guide provides details.


To recover SQL Server Express databases:


1. Ensure that SQL Services are in the Started state.


2. From the navigation tree, expand the SharePoint Configuration Data folder. 


3. In the Recovery Options dialog box, clear the option Use Microsoft Best Practices for 
selecting the System State.


4. Under SharePoint Configuration Data, browse the required writer SQL Embedded and 
select the required databases for recovery. 


a. For all SQL Server Express versions, select SQL Embedded.


b. Select the required save set. 


For example, the save sets for SQL Server 2005 Express and SQL Server2008 
Express are:


– SharePoint Configuration Data:\


– SharePoint Configuration Data :\SQL Embedded


– SharePoint Configuration Data :\SQL 
Embedded\<InstanceName>


For example, the save sets for SQL Server 2012 Express are:


– SharePoint Configuration Data:\


– SharePoint Configuration Data:\SqlServerWriter


– SharePoint Configuration 
Data:\SqlServerWriter\<InstanceName>


5. From the SharePoint and SQL Server Recover Session toolbar, click Recover. 


After the recovery is complete, start the SQL Server services for the SQL database 
instances.
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Introduction
Granular Level Recovery (GLR) lets you recover specific items, such as files and folders, 
from a single full backup without having to recover the full backup. This reduces the 
recovery time and the space requirement on a production SharePoint server.


To enable the GLR functionality in NMM, select the option for GLR in the Granular Level 
Recovery Option page during the installation process.


You can perform granular level recovery (GLR) for SharePoint Server 2007, 2010, and 2010 
SP1content databases by using NMM and a third-party software, like Kroll OnTrack 
PowerControls. NMM does not provide a user interface for the GLR process, and the 
third-party software GUI must be started separately to perform GLR.


Only VSS-based full backups are GLR-compatible and no additional configuration is 
required for GLR compatible backups. SQL VDI backups are not GLR-compatible.


The backup and recovery procedures, and save sets for SharePoint Server 2007, 2010, 
and 2010 SP1are the same. 


You cannot perform GLR for backups performed by using NMM releases earlier than 2.4.


GLR with SQL Server Embedded is not supported with NMM 3.0. 


The steps in the GLR process depend on the size of the SharePoint farm:


◆ Medium and small farms — A medium farm is a farm with a 200 GB database or site 
collection, approximately 100 sites, and 400 KB items or an average of 4,000 items 
for each site. The SQL databases in a medium site use the full recovery model.


Any farm smaller than this is considered to be a small farm.


“Performing GLR for small and medium farms” on page 83 provides details.


◆ Large farms — A large farm is a farm with a 4 TB database or site collection, 1,000 or 
more sites, and 8 to 10 MB items or an average of 1,000 items per site. The SQL 
databases in a large site use the full recovery model.


When you perform GLR of a large farm, you should recover only from a physical disk.


“Performing GLR for large farms” on page 93 provides details.


Requirements
Review the following requirements before performing GLR:


◆ “Environment requirements” on page 81


◆ “System requirements” on page 81


◆ “Ontrack PowerControls requirements” on page 81


◆ “Accessing an evaluation key and ordering Ontrack PowerControls” on page 82


◆ “Other requirements for Ontrack PowerControls” on page 83
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Environment requirements


The environment requirements are as follows:


◆ Windows Server 2008 or later


◆ Any environment that is compatible with Hyper-V or VMware environments


◆ Intel Pentium compatible processor


◆ Minimum 1 GB RAM


◆ Microsoft .NET Framework 3.5


System requirements


Review the NMM documentation at support.emc.com and the Kroll Ontrack 
documentation at www.krollontrack.com for complete information about the software and 
hardware requirements when using NMM and Kroll Ontrack PowerControls for SharePoint 
granular level recovery.


Ontrack PowerControls requirements


To perform a GLR by using Ontrack PowerControls, you must install the software listed in 
Table 15 on page 81.


Table 15  Ontrack PowerControls requirements


Required software
For a distributed 
SharePoint farm


For a stand-alone 
SharePoint farm


Ontrack PowerControls On a server outside of the 
distributed farm


On a server outside of 
the stand-alone farm


Ontrack PowerControls Agent for Content 
Transfer Services (ACTS)


Note: ACTS runs a check during the install to 
ensure it is being installed on the correct 
machine.


On the SharePoint server, 
typically on a central 
administration machine


On the stand-alone 
server
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Accessing an evaluation key and ordering Ontrack PowerControls


Table 16 on page 82 describes the information you need to receive an evaluation key, 
order, or get help for Ontrack PowerControls.


Table 16 Receive evaluation key, order, or get help for Ontrack PowerControls


Task Details


Evaluation key for 
Ontrack PowerControls


To receive an evaluation key for Ontrack PowerControls:
1. Go to Direct Express or Channel Express.


2. Select EMC All Solutions - US.


3. Click EMC NetWorker and Continue.


4. Select the checkbox next to SharePoint Granular Level Recovery (with Kroll PowerControls).


5. Select the checkbox next to 90PCSPTRIAL SELECT PCSP 30 DAY TRIAL LICENSE.


6. Click Save & Exit.


Ordering Ontrack 
PowerControls


Ontrack PowerControls is listed in Direct Express and Channel Express, and in the ordering path for 
NetWorker. 
The new part numbers for Ontrack PowerControls for SharePoint are as follows:
• 90PCRTRIAL — PC Trial License
• 90PCRSP1U — PC Perp SP License 1 TB
• 90PCRSP210U — PC Perp SP License 2-10 TB
• 90PCRSP1035U — PC Perp SP License 11-35 TB
• 90PCRSP3650U — PC Perp SP License 36-50 TB
• 90PCRSP51U — PC Perp SP License 51+ TBs
• 90PCRSPM1U — PC Perp SP 1 year Maintenance 1 TB
• 90PCRSPM210U — PC Perp SP 1 year Maintenance 2-10 TB
• 90PCRSPM1035U — PC Perp SP 1 year Maintenance 11-35 TB
• 90PCRSPM3650U — PC Perp SP 1 year Maintenance 36-50 TB
• 90PCRSPM51U — PC Perp SP 1 year Maintenance 51+ TB
PowerControls for SharePoint is now sold based upon the total capacity of a SharePoint farm. As 
SharePoint farm sizes get larger, the list price for each TB becomes lower. 
Examples:
• If a customer has a 5TB farm, the customer would purchase five of SKU 90PCRSP210U 2-10 TB.
• If a customer starts out with a small farm, the customer would purchase SKU 90PCRSP1U 1 TB. Then 


when the farm grows to 5TB, the customer would purchase four of SKU 90PCRSP210U 2-10 TB.
• If a customer has a 5TB farm, the customer would purchase five SKU 90PCRSP210U 2-10 TB. Then 


when the farm grows to 15TB, the customer would purchase ten SKU 90PCRSP1035U 11-35 TB.
After processing the order, EMC sends an email notification to Kroll Ontrack. Kroll Ontrack fulfills the 
deliverable to the end customer.
Maintenance support allows access to Kroll Ontrack Technical Support as well as product upgrades.


Contacting Kroll Ontrack 
for technical support


To contact Kroll Ontrack for technical support:
• Call 800-866-7176.
• Email Techsupport@krollontrack.com.
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Other requirements for Ontrack PowerControls


Table 17 on page 83 lists the requirements that you must take care of to perform a 
granular level recovery by using Ontrack PowerControls.


The NetWorker Software Compatibility Guide provides details about the software 
requirements. SQL Server 2012 is not supported by Kroll and hence SharePoint Server 
with SQL Server 2012 GLR cannot be performed.


Performing GLR for small and medium farms
The information provided in this section describes how you can perform SharePoint Server 
2010 and 2010 SP1 granular recovery, and unless otherwise mentioned, you can use the 
same information for SharePoint Server 2007. All SharePoint Server 2007 specific 
information is mentioned explicitly.


This section provides the tasks to perform GLR for small and medium farms:


◆ “Perform a SharePoint Server backup” on page 84


◆ “Mount backups by using NMM” on page 84


◆ “Perform granular recovery by using Ontrack PowerControls” on page 88


Table 17  Other requirements for Ontrack PowerControls


Requirements Details


Port The default port is 49175. However, you can change the port if the 
default port is found to be in use.


Firewall exception An exception within the firewall is allowed, no matter which port you 
choose.


Space on machine The machine running Ontrack PowerControls has twice the amount of 
space of the data that is being restored. This is temporary space and is 
not used continuously. This space covers the actual file data and all 
associated metadata fields.


Install path The install path is C:\Program Files (x86)\Kroll Ontrack\Ontrack 
PowerControls Agent for Content Transfer Service.


Configuration file name The configuration file name is PC.SharePoint.Service.exe.config.


Location for temporary 
path


The location for temporary path is <appSettings> <add key=”TempPath” 
value=”C:\Windows\Temp\PC” />.
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Perform a SharePoint Server backup


The backup used for GLR must have the following properties:


◆ Created by using the NetWorker Virtual File System (NWFS) functionality.


◆ Be available and located on one or more Advanced File Type Device (AFTD) or Data 
Domain backup devices configured on a NetWorker storage node or NetWorker server.


You cannot perform GLR when tape is used as a backup device.


◆ Be VSS-based. You cannot perform GLR when the backup of the SQL databases is 
VDI-based. NMM automatically creates a full backup of SharePoint content databases 
when you perform a VSS backup. The full backup with VSS supports GLR.


The NetWorker Module for Microsoft Release 3.0 Administration Guide provides an 
overview on how NMM uses NWFS functionality for GLR. Chapter 5, “Microsoft SharePoint 
Server Scheduled Backups,” provides details about performing SharePoint Server VSS 
backups using the Configuration Wizard.


Mount backups by using NMM


In NMM, the SharePoint Granular Level Recovery tab in the SharePoint and SQL Server 
Recover Session Options page appears if:


◆ The backup contains SharePoint content databases.


◆ The backup is GLR compatible.


You can browse and mount the SQL content databases from this tab. 


To mount backups for GLR:


1. Start the NMM client software on any host which has NMM installed.


2. Select Options > Recover Session Options.
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3. In the Recover Session Options dialog box, click the SharePoint Granular Level 
Recovery tab, as shown in Figure 33 on page 85.


Figure 33  SharePoint Granular Recovery tab


4. In the Specify the drive letter or path where the NWFS will be mounted box, specify the 
path to which to mount the content databases for GLR. Click Browse to browse to a 
path.


The default mount path that was created during installation from the registry appears 
in the field by default. Databases mounted for GLR include the original folder hierarchy 
from the NWFS based virtual drive.


5. From the Specify amount of time to leave NWFS mounted list, select how long to leave 
the content database backup mounted on the NWFS virtual drive.


6. Click OK.


7. Use the NMM client GUI to mount the backup:


• For a stand-alone farm, right-click the content database in the right pane and 
select Mount SharePoint backup for Granular Level Recovery from the menu that 
appears, as shown in Figure 34 on page 86.
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• For a distributed farm, browse the SQL Server in the right pane, right-click the 
content database and select Mount SharePoint backup for Granular Level Recovery 
from the menu that appears, as shown in Figure 34 on page 86. 


Figure 34  Mount SharePoint backup for Granular Level Recovery option


Although you can select and mount only a single content database at a time, multiple 
databases appear mounted on the virtual volume. Ignore the additional databases.
“Perform granular recovery by using Ontrack PowerControls” on page 88 provides details 
about performing GLR. After performing GLR, unmount the database.


8. Open the Monitor window and check that the mounting is successful. 


9. Start the third-party software and complete with the granular level recovery process.


10. Once the recovery is complete, you can either manually dismount the content 
database or allow the content database to be dismounted based on the mount 
timeout session:


• To manually dismount the content databases, do either of the following:


– Select the Dismount option in the SharePoint GLR service tray.

86 EMC NetWorker Module for Microsoft for SQL and SharePoint VSS Release 3.0 User Guide







Microsoft SharePoint Server Granular Level Recovery

– Right-click the content database and select Dismount SharePoint backup from 
the menu that appears, as shown in Figure 35 on page 87.


Figure 35  Dismount SharePoint backup option


When you select the dismount option, a dialog box appears. If you select Yes, 
then NMM dismounts the SharePoint backup from the virtual drive and shuts 
down NWFS. NWFS cleans up its resources, for example cleanup cache and 
temporary files created by NWFS. If you select No, then no action is taken and 
the backup remains mounted for the duration that you specified.


– Change the NetWorker server or client.


– Refresh the GUI.


– Change the backup time.


– Expire the mount timeout session.


– Reboot the systems.
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The content databases are automatically dismounted when the mount timeout 
session expires or the systems are rebooted. You are notified ten minutes 
before the mount time expires. To extend the mount time, select the Extend the 
time for SharePoint backup option from the SharePoint GLR service tray on the 
bottom right-side of the window, as shown in Figure 36 on page 88.


Figure 36  SharePoint GLR service tray


In the Extend MOSS GLR Service Timeout dialog box that appears, select the 
amount of time to extend the mounting. The Event Viewer displays a message that 
the mount time has been extended.


Perform granular recovery by using Ontrack PowerControls


Use Ontrack PowerControls to perform a granular recovery of the SQL database. The SQL 
database restored through directed recovery by NMM is used as the source for the 
granular recovery by Ontrack PowerControls.


To perform a granular recovery of a SharePoint site, a list, or list items by using the Ontrack 
PowerControls software:


1. Ensure that the OntrackPowerControlsAgentForContentTransfer service is running.


2. On WFE and application server, open the Ontrack PowerControls software by clicking 
Start > Ontrack PowerControls for SharePoint.

88 EMC NetWorker Module for Microsoft for SQL and SharePoint VSS Release 3.0 User Guide







Microsoft SharePoint Server Granular Level Recovery

The welcome page of the Ontrack PowerControls software appears, as shown in 
Figure 37 on page 89.


Figure 37  Ontrack PowerControls software welcome page


3. Click Next.


The Source Path Selection page appears, as shown in Figure 38 on page 89.


Figure 38  Source Path Selection page

Performing GLR for small and medium farms 89







Microsoft SharePoint Server Granular Level Recovery

4. Click Add and select the .mdf and .ldf databases, which were recovered by directed 
recovery by using NMM or point to the NWFS mounted drive from NMM. Chapter 4, 
“Microsoft SQL Server Directed Recovery,” provides details about SQL Server directed 
recovery.


Note: The content databases that are used for granular recovery should be in offline or 
dismounted state.


5. In the example environment, the following source paths are provided for the .mdf and 
.ldf databases:


• C:\SQL_DATA\Program Files\Microsoft SQL 
Server\MSSQL10_50.MSSQLSERVER\MSSQL\DATA\ WSS_Content_SR 
Request Portal.mdf


• C:\SQL_DATA\Program Files\Microsoft SQL 
Server\MSSQL10_50.MSSQLSERVER\MSSQL\DATA\ WSS_Content_SR 
Request Portal_log.ldf


where C:\SQL_DATA is the NWFS mount drive.


6. Click Next.


The Target Server Selection path appears, as shown in Figure 39 on page 90.


Figure 39  Target Server Selection path
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7. From the SharePoint Server Site URL list, select the site collection URL.


This connects the Ontrack PowerControls software to the content database, which is in 
an online state or mounted state and defines the target path or the destination 
location for item-level recovery. In SharePoint, the site collection and its content, 
which includes the subsite, the SharePoint list, and list items, are stored in the 
content database. After the connection to the content database is made, the hierarchy 
list of site collection, sites, lists, and list items that are stored in the content database 
are visible. 


8. In the Agent for Content Transfer Service Port Number box, specify the port number. 
You can use the default value of 49175.


9. In the Authentication Information section, provide the credentials required to access 
the site collection URL. The Ontrack PowerControls administrator must have full access 
control permissions.


In the example environment, as shown in Figure 39 on page 90, the site collection URL 
is http://sqlsrv1vmsp10:8082/sites/Item_Recover_Test.


10. Click Finish.


The Ontrack PowerControls software connects to the source and target machines and 
displays the extracted source database, as shown in Figure 40 on page 91.


Figure 40  The source extracted by the Ontrack PowerControls software

Performing GLR for small and medium farms 91







Microsoft SharePoint Server Granular Level Recovery

The Ontrack PowerControls also software displays the extracted target farm, as shown 
in Figure 41 on page 92.


Figure 41  Target farm shown by the Ontrack PowerControls software


11. On the source, right-click the SharePoint site, lists, or list items to recover and select 
Copy from the menu.


12. On the target, right-click the recovery destination for the SharePoint site, lists, or list 
items and select Paste from the menu.


The Copy Progress dialog box displays the details of the recovery operation.


13. (Optional) When the recovery is complete, click Save to save the completion report. 
The details from the completion report are similar to the following:


=========================================================
Source: C:\SQL_DATA\Program Files\Microsoft SQL 
Server\MSSQL10_50.MSSQLSERVER\MSSQL\DATA\WSS_Content_SR Request 
Portal.mdf
Source Path: WSS_Content_SR Request Portal.mdf\SR Request and Close 
Looping\QA Engineer
Target: http://sqlsrv1vmsp10:8082/sites/Item_Recover_Test
Target Path: Item_Recover_Test
=========================================================
Copy started on 5/5/2011 at 3:24:41 PM.
Total number of lists to be processed: 1
Total number of items to be processed: 13


All lists successfully copied.
All items successfully copied.


Copy finished on 5/5/2011 at 3:24:47 PM.
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14. To select multiple sources and multiple targets for recovery, click File > Open Source or 
Open Target in the Ontrack PowerControls GUI as shown in Figure 42 on page 93 and 
perform granular recovery.


Figure 42  Ontrack PowerControls connecting to multiple sources and targets


Performing GLR for large farms
Following these steps to perform GLR for large farms:


◆ Perform a full backup of SharePoint databases — Chapter 5, “Microsoft SharePoint 
Server Scheduled Backups,” provides details about performing SharePoint Server 
VSS backups using the Configuration Wizard.


◆ Perform directed recovery of SQL content databases by using NMM — Chapter 4, 
“Microsoft SQL Server Directed Recovery,” provides details about directed recovery of 
SQL content databases. 


◆ Perform granular recovery by using Ontrack PowerControls — “Perform granular 
recovery by using Ontrack PowerControls” on page 88 provides detailed steps.


Performing GLR for Remote BLOB Storage
Remote BLOB Storage (RBS) enables you to store BLOB data, such as streaming videos, 
image files, and sound clips, outside a SQL Server database. 


When you enable RBS for SQL Server data in a SharePoint environment and you back up 
the data with NMM, then you can perform granular recovery of the data by using NMM and 
OnTrack PowerControls software.
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Configure RBS for use with NMM


Ensure that you have completed the following configuration tasks before you perform 
granular recovery of RBS:


◆ Configure the content database to use RBS with FILESTREAM. RBS configuration 
requires enabling the FILESTREAM provider on SQL Server.


◆ Install the RBS provider on the SQL Server. 


◆ Install the RBS provider on all SharePoint Servers. 


◆ Run the required PowerShell cmdlets command to enable the content database to use 
RBS. 


NMM supports only the FILESTREAM RBS provider.


In the procedures described in this section contains the following:


◆ The SharePoint distributed farm is configured with three servers:


• Web front-end server


• SQL 2008 R2 database server


• Central Administration server 


◆ The content database is configured with RBS on a SQL instance


◆ The FILESTREAM is enabled and configured for RBS datastore at a location


◆ Site collection


Perform a full backup of SharePoint databases by using NMM


To perform the backup of SharePoint content databases by using NMM:


1. On the NetWorker server, create NetWorker client resources for the SQL Server, the 
web front-end, and the application server. 
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In the example environment, as shown in Figure 43 on page 95, the farm is 
multitiered, with the web front-end and application server running on 
fox2.sharepoint.com and the SQL Server running on fox1.sharepoint.com.


Figure 43  Multitiered farm


2. On fox2.sharepoint.com, perform a full backup of the SQL Server at the VSS 
writer-level. Use the following information while performing the backup:


• Snapshot policy: 1\1\day\All


• Save set: APPLICATIONS:\SqlServerWriter                                                                                                                                      


• Backup command: nsrsnap_vss_save


• Application information variable: NSR_SNAP_TYPE=vss


A full backup saves all SQL databases, including the SharePoint configuration and 
content databases.


After the successful backup, the NMM GUI displays the SQL configuration and content 
databases on fox2.sharepoint.com.


Perform a directed recovery of content databases by using NMM


To perform a directed recovery of the SQL database by using NMM:


1. On the target server of fox1.sharepoint.com, open the NMM GUI.


2. Select Options > Configure Options.


3. In Configuration Options, click the button next to the Client name. 


The Select Viewable Clients dialog box appears.


4. Select fox2.sharepoint.com from the Available clients on list, and click Add to move 
the available clients to the Clients to list on menu bar list.
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5. Click OK.


The fox2.sharepoint.com client appears in the Client list in the NMM GUI.


6. Select fox2.sharepoint.com from the Client list.


The saved SQL databases appear in the list.


a. Select the content database for directed recovery. 


b. Select Recover Options.


The Recover Session Options dialog box for SharePoint and SQL Server recover 
session appears.


c. On the SQL tab, select the Specify the path where the SQL databases should be 
restored option and then click Browse to browse to the path to which to restore the 
database.


d. Click OK to start the recovery.


The Recovery Summary dialog box appears.


e. Click Start Recover.


7. In the target machine NMM GUI, check the status of the SQL directed recovery in the 
Monitor window.


On the fox1 machine, after the SQL directed recovery completes, you can view the 
SharePoint content databases recovered to the specified location.


For the example described in this procedure, the location details are as follows:


C:\SQL_restore\Program Files\Microsoft SQL Server\MSSQL10_50.WANDY 
\MSSQL \DATA


C:\RBSdataS:\SQL_restore\RBSDataStore because this is a FILESTREAM enabled 
database


Use the recovered database and FILESTREAM configuration file as the source when 
using the Ontrack PowerControls software.
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Figure 44 on page 97 shows the recovered FILESTREAM database, which is configured 
for RBS.


Figure 44  FILESTREAM database configured for RBS


Figure 45 on page 97 shows the recovered FILESTREAM configuration file required for 
RBS recovery.


Figure 45  Recovered FILESTREAM configuration file for RBS recovery 


Perform granular recovery by using Ontrack PowerControls


To perform a granular recovery of a SharePoint site, a SharePoint list, or list items by using 
the Ontrack PowerControls software:


1. Ensure that the OntrackPowerControlsAgentForContentTransfer service is running.


2. On the target machine, fox1.sharepoint.com, open the Ontrack PowerControls 
software by clicking Start > Ontrack PowerControls for SharePoint.


The Welcome page of the Ontrack PowerControls software appears.


3. Click Next.


The Source Path Selection page appears.
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4. Click Add and select the .mdf and .ldf databases, which were recovered by NMM SQL 
directed recovery. 


The Remote Blob Store Configuration dialog box appears, as shown in Figure 46 on 
page 98.


Figure 46  Remote Blob Store Configuration dialog box


5. Select the RBS FILESTREAM configuration header file, which was recovered using NMM 
at directed recovery location C:\SQL_restore\RBSDataStore, and click OK.


The Ontrack PowerControls software displays the extracted source database, as 
shown in Figure 47 on page 98.


Figure 47  Extracted source database


6. From the site collection, delete the shared document. In the example, EMC Report is 
deleted from the site collection Arav11.
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7. In the Target Server Selection dialog box of the Ontrack PowerControls GUI, do the 
following:


a. From the SharePoint Server Site URL list, select the site collection URL.


This connects the Ontrack PowerControls software to the content database, which 
is in an online state or mounted state and defines the target path or the 
destination location for item-level recovery. In SharePoint, the site collection and 
its content, which includes the subsite, the SharePoint list, and list items, are 
stored in the content database. After the connection to the content database is 
made, the hierarchy list of site collection, sites, lists, and list items that are stored 
in the content database are visible. 


b. In the Agent for Content Transfer Service Port Number box, specify the port 
number. You can use the default value of 49175.


c. In the Authentication Information section, provide the credentials required to 
access the site collection URL. The Ontrack PowerControls administrator must have 
full access control permissions.


8. Click Finish.


The Ontrack PowerControls software connects to the source and the target.


9. In the source pane, right-click the SharePoint site, lists, or list items to recover and 
select Copy from the menu.


10. In the target pane, right-click the destination for the recovered item and select Paste 
from the menu.


The Copy Progress dialog box displays the progress of the recovery operation.


11. (Optional) Click Save to save the completion report.
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APPENDIX 1
Troubleshooting


This appendix describes how to troubleshoot NMM client issues related to SQL Server and 
SharePoint Server:


◆ SQL Server related ................................................................................................  102
◆ SharePoint Server related......................................................................................  103
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SQL Server related
Review the descriptions and corresponding solutions to troubleshoot SQL Server related 
issues:


◆ “For SQL VSS, recovery of database fails when the database is renamed after backup” 
on page 102


◆ “Unwanted messages appear in the Monitor page of GUI after SQL Server restores are 
performed” on page 102


◆ “When SQL services stop during recovery of SQL master database” on page 103


◆ “SQL Server Resource databases must be backed up as part of the file system by using 
the NetWorker client” on page 103


For SQL VSS, recovery of database fails when the database is renamed after backup 


If a database is renamed after a backup, VSS recovery of the database fails. This feature is 
not supported in NMM.


Solution


To rename a database and its underlying data files, select the Tasks and Copy Database 
options in the SQL Management Studio menu for the database. The wizard offers a choice 
to move rather than copy the database. The wizard also provides the option of renaming 
the data files.


Unwanted messages appear in the Monitor page of GUI after SQL Server restores are 
performed


When a SQL Writer backup to an AFTD device is performed and a recovery of the backup is 
also successful, unwanted messages are displayed in the Monitor page of GUI.


Example message:


Setting ReportServer selected for restore.Setting ReportServerTempDB selected for 
restore.Setting SharePoint_AdminContent_f53f30f0-179f-4fea-b5f1-7f6d7e3e468f 
selected for restore.Setting SharePoint_Config_connectedtoSnow1 selected for 
restore.Setting SSP1_CrawlStoreDB_a017becec6f94492a7426e9f28fd2b0b selected for 
restore.Setting SSP1_DB_ba55b385014b4ce8b8c67c9e141adafd selected for 
restore.Setting SSP1_PropertyStoreDB_218e94bb31154e5a94ff2109e7a5e2bb selected 
for restore.Setting 
SSp_on_WFE_snow2_CrawlStoreDB_30390f72275d4923a788585709d9bca4 selected for 
restore.Setting SSp_on_WFE_snow2_DB_060896ff6a78475f984b8b9dca224dfe selected 
for restore.Setting 
SSp_on_WFE_snow2_PropertyStoreDB_26f003c6afd84010a708a084dbfe3209 selected for 
restore.Setting WSS_Content_goldy selected for restore.Setting WSS_Content_tiger 
selected for restore.Setting WSS_Search_SNOW1_inst1 selected for restore.Setting 
WSS_Search_SNOW2_inst2 selected for restore.Setting WSS_UsageApplication 
selected for restore.50325:nsrsnap_vss_recover:nsrsnap_vss_recover:


Solution


Ignore such messages.
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When SQL services stop during recovery of SQL master database


When recovery of a SQL master database is performed, the recovery causes the SQL 
services to stop. 


Solution


To avoid this:


1. Stop the SQL Server Reporting Service (SSRS).


2. Perform the recovery.


3. Once the recovery is complete, start the SQL Server Reporting Service.


SQL Server Resource databases must be backed up as part of the file system by using 
the NetWorker client


Protection of the SQL Resource database is required for full recovery of a SQL Server 
environment. The SQL Server documentation and Microsoft Knowledgebase article 
http://msdn.microsoft.com/en-us/library/ms190940.aspx provides more information.


Solution


SQL itself cannot back up the Resource database and the Resource database must be 
backed up as part of the file system by using the NetWorker client. 


SharePoint Server related
Review the description and corresponding solution to troubleshoot SharePoint Server 
related issue:


◆ “Perform manual steps to associate web application to original SSP after recovery” on 
page 103


◆ “Missing SQL tab during SharePoint GLR” on page 104


◆ “Locating the content database for directed recovery during SharePoint GLR” on 
page 105


◆ “OntrackPowerControlsAgentForContentTransfer service error during SharePoint GLR” 
on page 107


◆ “Error if all SharePoint services are not started before backup” on page 107


◆ “When the nsrsnap_vss_save -? command is not listing save set” on page 108


Perform manual steps to associate web application to original SSP after recovery


After recovery, the original association of a web application to an original SSP is not 
restored if the association of the web application to the original SSP is changed after 
backup. However, the data is recovered successfully. 
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Solution


You must perform the following steps to associate the original SSP with the appropriate 
web application after such a restore has been performed:


1. Under Central Administration, select Shared Services Administration.


2. In the Manage this farm’s shared services page that appears, select Change 
association. 


Assuming that you have already restored the SSP on a site, complete the required fields. 
Ensure that you specify the restored web application and database that the SSP site has 
already been restored to.


Missing SQL tab during SharePoint GLR


The SQL tab is not displayed in the target location for redirected recovery unless the SQL 
databases are selected for recovery, as shown in Figure 48 on page 104.


Figure 48  Missing SQL tab
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Solution


Select the databases for restore. In Figure 49 on page 105, the databases are selected, 
and the SQL tab is now available. Provide the location for recovery of the databases in the 
SQL tab.


Figure 49  Available SQL tab


Locating the content database for directed recovery during SharePoint GLR


Some SharePoint configurations store data in multiple content databases. Before you 
recover a content database, it is important to know which content database contains the 
SharePoint data (SharePoint site or SharePoint lists) and to perform a SQL directed 
recovery of a single content database to use as the source for granular recovery.


Solution


To locate the content database that contains the SharePoint data you want to recover, you 
can use either the command line or the SharePoint Central Admin GUI.


Locating a content database by using the command line


If you know the site URL information, you can obtain the information about the content 
database with the following command:


C:\Program Files\Common Files\Microsoft Shared\Web Server 
Extensions\14\BIN>stsadm.exe -o enumcontentdbs -url 
"http://sqlsrv1vmsp10:8081" 


<Databases Count="2">
<ContentDatabase Id="62ad9807-00c9-4494-9ba0-642e86b18b3d" 


Server="sqlsrv1vmsql08.nmmperf.com" Name="WSS_Content_8081"
/>
<ContentDatabase Id="e31561b5-5843-40a2-96ac-2063775e41aa" 


Server="sqlsrv1vmsql08.nmmperf.com" Name="WSS_Content_SR Re
quest Portal" />
</Databases>


If you do not know the site URL information, you can obtain the information about the site 
URL and the content database that hosts the site URL with the following command:


<Database SiteCount="1" Name="WSS_Content_SR Request Portal" 
DataSource="sqlsrv1vmsql08.nmmperf.com">


<Site Id="2998fdfd-56ba-4031-983e-18bb640e45f4" 
OwnerLogin="NMMPERF\gajendran" InSiteMap="True">


<Webs Count="7">
<Web Id="580174de-1818-490c-9a21-57ab18d4703a" Url="/" 


LanguageId="1033" TemplateName="STS#0" TemplateId="1" />
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<Web Id="c6768e65-1857-401e-8a68-f3885be76dee" Url="/qcdefcts" 
LanguageId="1033" TemplateName="STS#0" TemplateId="1" />


<Web Id="c467e967-c615-45dd-88ff-cc337efb775c" 
Url="/qcdefcts/srrequest2010" LanguageId="1033" 
TemplateName="STS#0" TemplateId="1" />


<Web Id="f6ff88b6-7456-4852-96c0-60b908743708" Url="/Qcesc" 
LanguageId="1033" TemplateName="STS#0" TemplateId="1" />


<Web Id="87fe65ea-a8b6-4b9f-b5c4-20b0ad84740c" Url="/srrequest" 
LanguageId="1033" TemplateName="STS#0" TemplateId="1" />


<Web Id="b4239a41-ed7a-4f57-ba4d-f19dfb1ec7de" 
Url="/srrequest/srrequest2010" LanguageId="1033" 
TemplateName="STS#0" TemplateId="1" />


<Web Id="e92443e7-d73a-48c5-aafb-a4ac13fd9d7f" 
Url="/srrequest/srrequest2011" LanguageId="1033" 
TemplateName="STS#0" TemplateId="1" />


</Webs>
</Site>
</Database>


Locating a content database by using the SharePoint 2007 Central Admin GUI:


1. In the SharePoint 2007 Central Admin, select the Application Management tab, as 
shown in Figure 50 on page 106.


2. Under SharePoint Site Management, select the Site collection list.


Figure 50  SharePoint 2007 Central Admin GUI


3. Select the web application to view the site collection list, and the database name that 
stores the site collection data.


4. Locate the correct content database.


Locating a content database by using the SharePoint 2010 Central Admin GUI


1. In the SharePoint 2010 Central Admin, select the Application Management tab, as 
shown in Figure 51 on page 107.
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2. Under SharePoint Site Management, select View all the site collections.


Figure 51  SharePoint 2010 Central Admin GUI 


3. Locate the correct content database.


OntrackPowerControlsAgentForContentTransfer service error during SharePoint GLR


When performing granular recovery by using Ontrack PowerControls, the 
OntrackPowerControlsAgentForContentTransfer service must be running.


Figure 52 on page 107 shows the error message that appears if the service is not running.


Figure 52  Error message if Ontrack PowerControls Agent Content transfer service is not running


Solution


This service does not start automatically and must be started manually from:


◆ services.msc


◆ The command line


Separate installer SetupACTS in the Ontrack PowerControls binaries


Error if all SharePoint services are not started before backup


Check that all services of SharePoint are started, otherwise, backup fails with the 
following error:


NMM... ERROR. Writer SharePoint Services Writer with local dependent 
writer id {comp Content Index _ SPSearch cannot be found. CONTINUE 
PROCESSING.
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When the nsrsnap_vss_save -? command is not listing save set


If the nsrsnap_vss_save -? command does not list the save set, register Windows 
SharePoint Services by using the STSADM.exe. NMM backup will not run unless Windows 
SharePoint Services is registered.
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GLOSSARY

This glossary contains terms related to the NetWorker Module for Microsoft. Many of these 
terms are used in this manual.


A


administrator The person normally responsible for installing, configuring, and maintaining NetWorker 
software.


administrators group Microsoft Windows user group whose members have the rights and privileges of users in 
other groups, plus the ability to create and manage the users and groups in the domain. 


advanced file type device
(AFTD)


Disk storage device that uses a volume manager to enable multiple concurrent backup 
and recovery operations and dynamically extend available disk space.


Application Specific
Module (ASM)


Program that is used in a directive to specify how a set of files or directories is to be 
backed up or recovered. For example, compressasm is a NetWorker directive used to 
compress files.


ASR writer The VSS Writer, which is responsible for identifying critical data that is needed to perform 
an offline restores.


archive Backing up directories or files to an archive volume to free disk space. Archived data is not 
recyclable. 


archive request NetWorker resource used to schedule and manage archiving.


archive volume Volume used to store archive data. Archived data cannot be stored on a backup volume or 
a clone volume.


attribute Name or value property of a resource.


authorization Privileges assigned to users.


authorization code Unique code that in combination with an associated enabler code unlocks


auto media management Feature that enables the storage device to automatically label, mount, and overwrite an 
unlabeled or recyclable volume.


autochanger See library.


autochanger sharing See library sharing.


B


backup Operation that saves data to a volume. See also conventional backup and snapshot.


backup cycle Full or level 0 backup and all the subsequent incremental backups that are dependent on 
that backup.
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backup components See metadata document.


backup group See group.


backup level See level.


backup volume Volume used to store backup data. Backup data cannot be stored on an archive volume or 
a clone volume. See also volume. 


Boot Configuration Data
(BCD)


The ASR Writer component that identifies the location of the boot configuration database. 
This is required to perform an offline restore.


browse policy NetWorker policy that specifies how long backed-up data will be readily available for 
recovery. Backed-up data that has not exceeded its browse policy time can be recovered 
more quickly than data that has exceeded its browse policy time but not its retention 
policy time. See also retention policy.


C


carousel See library.


client Computer, workstation, or fileserver whose data can be backed up and recovered. 


client file index Database that tracks every database object, file that is backed up. The NetWorker server 
maintains a single client index file for each client. 


client resource NetWorker server resource that identifies the save sets to be backed up on a client. The 
client resource also specifies information about the backup, such as the schedule, browse 
policy, and retention policy for the save sets. See also client and resource.


clone Reliable copy of backed up data. Unlike volumes created with a simple copy command, 
clone volumes can be used in exactly the same way as the original backup volume. Single 
save sets or entire volumes can be cloned.


clone volume Exact duplicate of a backup volume. One of four types of volumes that NetWorker software 
can track (backup, archive, backup clone, and archive clone). Save sets of these different 
types may not be intermixed on one volume.


cluster 1. Two or more independent network servers that operate and appear to clients as if they 
are a single unit. The cluster configuration enables work to be shifted from one server to 
another, providing “high availability” that allows application services to continue despite 
most hardware or software failures. 


2. Group of disk sectors. The operating system assigns a unique number to each cluster 
and keeps track of files according to which clusters they use. 


command line Line on a display screen, also known as a command prompt or shell prompt, where you 
type software commands.


component 1. Group of related data that must be treated as a single unit for backup and recovery. 


2. In Microsoft VSS terminology, a component is a subordinate unit of a writer.
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components metadata
document


See metadata document.


consistent State of a data set that is fully and immediately available to an application view.


console server Software program that is used to manage NetWorker servers and clients. The Console 
server also provides reporting and monitoring capabilities for all NetWorker processes.


conventional backup See nonpersistent snapshot. 


D


domain controller Computer that stores directory data and manages user interactions within a domain, 
including logon, authentication, directory searches, and access to shared resources.


Data Mover (DM) Client system or application, such as NetWorker, that moves the data during a backup, 
recovery, or snapshot operation. See also proxy client.


data retention policy See retention policy.


datawheel See library. 


datazone Group of hosts administered by a NetWorker server.


Dynamic Drive Sharing
(DDS)


Feature that allows NetWorker software to recognize shared drives.


device 1. Storage unit that reads from and writes to backup volumes. A storage unit can be a tape 
device, optical drive, autochanger, or file connected to the server or storage node.


2. When dynamic drive sharing (DDS) is enabled, refers to the access path to the physical 
drive.


Distributed File System
(DFS)


Microsoft Windows add-on that allows you to create a logical directory of shared 
directories that span multiple machines across a network.


directed recovery Method of recovery that recovers data that originated on one client computer and 
re-creates it on another client computer.


directive Instruction that directs NetWorker software to take special actions on a given set of files 
for a specified client during a backup or recovery operation. Directives are ignored in 
manual (unscheduled) backups.


disk subsystem Integrated collection of storage controllers or HBAs, disks, and any required control 
software that provides storage services to one or more hosts, such as CLARiiON arrays.


F


file index See client file index.


full backup See level.
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G


group Client or group of client computers that are configured to back up files at a designated 
time of day.


granular recovery Granular recovery provides the ability to recover specific files in seconds from a single 
backup. This dramatically reduces the recovery time and the footprint of the backup on 
storage resources.


H


high-available system System of multiple computers configured as cluster nodes on a network that ensures that 
the application services continue despite a hardware or software failure. Each cluster 
node has its own IP address with private resources or disks that are available only to that 
computer.


host ID Serial number that uniquely identifies a host computer.


I


inactivity timeout Number of minutes to wait before a client is considered to be unavailable for backup.


instant backup Process of creating a point-in-time copy (snapshot) of data from a single client and saving 
it on a primary storage volume, which can be immediately recovered as a backup copy. 


instant restore Process of copying data created during an instant backup to its original location, or to an 
alternate location, during a recover operation. 


J


jukebox See library. 


label Electronic header on a volume used for identification by NetWorker or other Data Mover 
application.


legacy method Use of special-case Microsoft APIs to back up and recover operating system components, 
services, and applications.


level Backup configuration option that specifies how much data is saved during a scheduled or 
manual backup. A full (f) backup backs up all files, regardless of whether they have 
changed. Levels one through nine [1-9] backup files that have changed since the last lower 
numbered backup level. An incremental (incr) backup backs up only files that have 
changed since the last backup.


library Hardware device that contains one or more removable media drives, as well as slots for 
pieces of media, media access ports, and a robotic mechanism for moving pieces of 
media between these components. Libraries automate media loading and mounting 
functions during backup and recovery. The term library is synonymous with autochanger, 
autoloader, carousel, datawheel, jukebox, and near-line storage.


library sharing Shared access of servers and storage nodes to the individual tape drives within a library. 
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local cluster client NetWorker client that is not bound to a physical machine, but is instead managed by a 
cluster manager. It is also referred to as a logical or virtual client.


locale settings Settings that specify the input and output formats for date and time, based on local 
language conventions.


M


media Physical storage medium, such as magnetic tape, optical disk, or file system to which 
backup data is written.


media database Database that contains indexed entries of storage volume location and the life cycle 
status of all data and volumes managed by the NetWorker server. See also volume.


media index See media database.


metadata document VSS Information stored in an XML document that is passed from the writer to the 
requestor. Metadata includes the Writer name, files, and components to back up, a list of 
components to exclude from the backup, and the methods to use for recovery. See also 
shadow copy set.


mount To make a database available for use or to place a removable tape or disk volume into a 
drive for reading or writing.


mount point See volume mount point.


N


Network Data
Management Protocol


(NDMP)


TCP/IP-based protocol that specifies how heterogeneous network components 
communicate for the purposes of backup and recovery.


NetWorker administrator User who can add to or change the configuration of the NetWorker server, media devices, 
and libraries. NetWorker administrators must have their usernames included in the 
NetWorker server Administrator list. 


NetWorker client See client.


NetWorker Console
server


See console server.


NetWorker Management
Console


See console server.


NetWorker server Computer on a network running the NetWorker software, containing the online indexes, 
and providing backup and recover services to the clients on the same network.


NetWorker storage node See storage node.


nonclone pool Pools that contain data that has not been cloned.


noncritical volume A volume containing files that are not part of the system state or an installed service. The 
backup of non-critical volumes is not supported by either product for their initial releases.
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nonpersistent snapshot Snapshot backup that is moved to secondary storage on the NetWorker server or storage 
node and is no longer available for instant restore from a supported type of primary 
storage.


O


online indexes Databases located on the NetWorker server that contain all the information pertaining to 
the client backups (client file index) and backup volumes (media database).


online restore A restore operation performed using the normal recover UI, and the computer has been 
booted from an installed operating system.


offline restore A restore operation performed from the Windows PE environment. 


operator Person who monitors the server status, loads backup volumes into storage devices, and 
executes day-to-day NetWorker tasks.


P


pathname Set of instructions to the operating system for accessing a file. An absolute pathname 
indicates how to find a file starting from the root directory. A relative pathname indicates 
how to find the file starting from the current directory.


persistent snapshot Snapshot that is retained on disk. A persistent snapshot may or may not be rolled over to 
tape.


point-in-time copy (PiT) Fully usable copy of a defined collection of data, such as a consistent file system, 
database, or volume, which contains an image of the data as it appeared at a single point 
in time. A PiT copy is also called a shadow copy or a snapshot.


policy Set of constraints that specify how long the save sets for a client are available for recovery. 
Each client has a browse policy and a retention policy. When the retention policy expires, 
the save sets associated with that policy are marked recyclable.


pool Feature to sort backup data to selected volumes.


PowerSnap EMC technology that provides point-in-time snapshots of data to be backed up. 
Applications that are running on the host system continue to write data during the 
snapshot operation, and data from open files is included in the snapshots.


provider Software component defined by Microsoft VSS, that plugs in to the VSS environment. A 
provider, usually produced by a hardware vendor, enables a storage device to create and 
manage snapshots.


proxy client Surrogate client that performs the NetWorker save operation for the client that requests 
the backup. A proxy client is required to perform a rolloveronly backup.


R


recover To recover files from a backup volume to a client disk.


Registry Microsoft Windows database that centralizes all Windows settings and provides security 
and control over system, security, and user account settings.
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requestor Interface with the Microsoft VSS infrastructure to initiate the creation and destruction of 
shadow copy. NetWorker software is a requestor.


replica See shadow copy.


resource Component that describes the NetWorker server or its clients. Clients, devices, schedules, 
groups, and policies are all NetWorker resources. Each resource has attributes that define 
its properties.


restore Process of retrieving individual datafiles from backup storage and copying the files to disk.


retention policy NetWorker policy that specifies the minimum period of time that must elapse before 
backed-up data is eligible to be overwritten on the backup media. Backed-up data that 
has not exceeded its browse policy time can be recovered more quickly than data that has 
exceeded its browse policy time but not its retention policy time. See also browse policy.


retrieve To locate and recover archived files and directories.


rollover Process of backing up a snapshot to a conventional backup medium such as tape. 
Whether or not the snapshot is retained on disk depends on the snapshot policy.


root Highest level of the system directory structure.


S


save set Group of files or a file system from a single client computer, which is backed up on storage 
media.


save set ID (SSID) Internal identification number assigned to a save set.


save set recover To recover data by specifying save sets rather than by browsing and selecting files or 
directories.


save set status NetWorker attribute that indicates whether a save set is browsable, recoverable, or 
recyclable. The save set status also indicates whether the save set was successfully 
backed up.


save stream The data and save set information being written to a storage volume during a backup.


server index See client file index.


rolloveronly backup Backup method that uses a proxy client to move the data from primary storage on the 
application server host to secondary storage on another host. RolloverOnly backups free 
up resources on the application server by offloading the work of processing snapshots to 
a secondary host.


service port Port used to listen for backup and recover requests from clients through a firewall.


shadow copy Temporary, point-in-time copy of a volume created using VSS technology. See also Volume 
Shadow Copy Service (VSS).
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shadow copy set Complete roadmap of what was backed up at a single instant in time. The shadow copy set 
contains information about the Writers, their components, metadata, and the volumes. A 
backup components metadata document containing that information is created and 
returned to the requestor after the snapshot is complete. NetWorker uses this document 
with the corresponding save set at recover time.


shadow copy technology Defined and standard coordination between business application, file system, and 
backup application that allows a consistent copy of application and volume data to exist 
for replication purposes.


skip Backup level in which designated files are not backed up.


snap clone Exact copy of a snap set data backup. The clone operation is an archive operation without 
the deletion of the source data. A new snap ID is assigned to the cloned copy.


snap ID Also known as a snapid, a unique 64-bit internal identification number for a snap set.


snap set Group of files, volumes, or file systems from a single client, describing the collection of 
data for which a point-in-time copy is created on an external disk subsystem, such as a 
storage array.


snapshot Point in time, read-only copy of data created during an instant backup.


snapshot expiration
policy


Policy that determines how long snapshots are retained before their storage space is 
made available for the creation of a new snapshot.


snapshot policy Set of rules that control the lifecycle of a snap set. The snapshot policy specifies the 
frequency of snapshots, and how long snapshots are retained before recycling.


snapshot retention
policy


Policy that determines how many PIT copies are retained in the media database and thus 
are recoverable.


staging Moving data from one storage medium to a less-costly medium, and later removing the 
data from its original location.


stand-alone device Storage device that contains a single drive for backing up data. Stand-alone devices 
cannot store or automatically load backup volumes. 


storage device See device.


storage node Storage device physically attached to a computer other than the NetWorker server, whose 
backup operations are administered from the controlling NetWorker server.


system state All files that belong to VSS Writers with a usage type of BootableSystemState or 
SystemService. This is required to perform an offline restore.


V


volume 1. A unit of physical storage medium, such as a magnetic tape, optical disk, or file system 
to which backup data is written.


2. An identifiable unit of data storage that may reside on one or more host disks.


volume ID Internal identification that NetWorker software assigns to a backup volume.
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volume mount point Disk volume that is grafted into the namespace of a host disk volume. This allows multiple 
disk volumes to be linked into a single directory tree, and a single disk or partition to be 
linked to more than one directory tree.


volume name Name assigned to a backup volume when it is labeled. See also label.


volume pool See pool.


Volume Shadow Copy
Service (VSS)


Microsoft technology that creates a point-in-time shadow copyof a disk volume. 
NetWorker software backs up data from the shadow copy. This allows applications to 
continue to write data during the backup operation, and ensures that open files are not 
omitted.


VSS See Volume Shadow Copy Service (VSS).


VSS component Subordinate unit of a writer.


W


writer Database, system service, or application code that provides metadata document 
information about what to back up and how to handle VSS component and applications 
during backup and recovery operations. A Writer provides information to requestors to 
ensure that application data is consistent, application files are closed and ready for a 
slight pause to make a Shadow Copy.
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PREFACE


As part of an effort to improve its product lines, EMC periodically releases revisions of its 
software and hardware. Therefore, some functions described in this document might not 
be supported by all versions of the software or hardware currently in use. The product 
release notes provide the most up-to-date information on product features.


Contact your EMC representative if a product does not function properly or does not 
function as described in this document.


Note: This document was accurate at publication time. Go to EMC Online Support 
(support.emc.com) to ensure that you are using the latest version of this document.


Purpose
This guide contains information about using the NetWorker Module for Microsoft (NMM) 
Release 3.0 software to back up and recover Microsoft SQL Server using the Virtual Device 
Interface technology. 


IMPORTANT


The NetWorker Module for Microsoft Release 3.0 Administration Guide supplements the 
backup and recovery procedures described in this guide and must be referred to when 
performing application-specific tasks. Ensure to download a copy of the NetWorker 
Module for Microsoft Release 3.0 Administration Guide from EMC Online Support 
(support.emc.com) before using this guide. 


Audience
This guide is part of the NetWorker Module for Microsoft documentation set, and is 
intended for use by system administrators during the setup and maintenance of the 
product. 


Readers should be familiar with the following technologies used in backup and recovery:


◆ EMC NetWorker software


◆ Microsoft Virtual Device Interface (VDI) technology


Related documentation
Table 1 on page 11 lists the EMC publications that provide additional information.


Table 1  EMC publications for additional information  (page 1 of 2)


Guide names Description


NetWorker Module for Microsoft Release 3.0 Release 
Notes


Contain information about new features and changes, problems fixed 
from previous releases, known limitations, and late breaking information 
that was not updated in the remaining documentation set.


NetWorker Module for Microsoft Release 3.0 
Installation Guide


Contains preinstallation, installation, silent installation, and post 
installation information about NMM.


NetWorker Module for Microsoft Release 3.0 
Administration Guide


Contains information common to all the supported Microsoft 
applications that can be backed up and recovered by using NMM.
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Preface

Conventions used in this document
EMC uses the following conventions for special notices:


NOTICE is used to address practices not related to personal injury.


Note: A note presents information that is important, but not hazard-related.


IMPORTANT


An important notice contains information essential to software or hardware operation.


NetWorker Module for Microsoft for SQL and SharePoint 
VSS Release 3.0 User Guide


Contains information about backup and recovery of SQL Server VSS and 
SharePoint Server VSS by using NMM.


NetWorker Module for Microsoft for Exchange VSS 
Release 3.0 User Guide


Contains information about backup and recovery of Exchange Server VSS 
by using NMM.


NetWorker Module for Microsoft for Hyper-V VSS 
Release 3.0 User Guide


Contains information about backup and recovery of Hyper-V Server VSS 
by using NMM.


NetWorker Module for Microsoft for Windows Bare 
Metal Recovery Solution Release 3.0 User Guide


Contains information about Windows Bare Metal Recovery (BMR)
solution by using NetWorker and NMM), how this solution works, and the 
procedures that you are required to follow for disaster recovery of the 
supported Microsoft applications.


NetWorker Cloning Integration Guide Contains planning, practices, and configuration information for using the 
NetWorker, NMM, and NMDA cloning feature.


NetWorker SolVe Desktop The NetWorker SolVe Desktop is an executable download that can be 
used to generate precise, user-driven steps for high demand tasks 
carried out by customers, support, and the field.


NetWorker Licensing Guide Provides information about licensing NetWorker and its modules.


NetWorker Software Compatibility Guide Includes a list of supported client, server, and storage node operating 
systems for the following software products: NetWorker and NetWorker 
application modules and options (including deduplication and 
virtualization support), AlphaStor, Data Protection Advisor, and 
HomeBase.


NetWorker Data Domain Deduplication Devices 
Integration Guide


Provides planning and configuration information on the use of Data 
Domain devices for data deduplication backup and storage in a 
NetWorker environment.


NetWorker Avamar Integration Guide Provides planning and configuration information on the use of Avamar in 
a NetWorker environment.


NetWorker documentation set Provides the documentation that is available with NetWorker.


Table 1  EMC publications for additional information  (page 2 of 2)


Guide names Description
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Typographical conventions


EMC uses the following type style conventions in this document:


Where to get help
EMC support, product, and licensing information can be obtained as follows:


Product information — For documentation, release notes, software updates, or 
information about EMC products, licensing, and service, go to the EMC online support 
website (registration required) at:


support.emc.com


Technical support — For technical support, go to EMC online support and select Support. 
On the Support page, you will see several options, including one to create a service 
request. Note that to open a service request, you must have a valid support agreement. 
Contact your EMC sales representative for details about obtaining a valid support 
agreement or with questions about your account.


Online communities — Visit EMC Community Network at https://community.emc.com for 
peer contacts, conversations, and content on product support and solution. Interactively 
engage online with customers, partners, and certified professionals for all EMC products.


Normal Used in running (nonprocedural) text for:
• Names of interface elements, such as names of windows, dialog boxes, 


buttons, fields, and menus
• Names of resources, attributes, pools, Boolean expressions, buttons, 


DQL statements, keywords, clauses, environment variables, functions, 
and utilities


• URLs, pathnames, filenames, directory names, computer names, links, 
groups, service keys, file systems, and notifications


Bold Used in running (nonprocedural) text for names of commands, daemons, 
options, programs, processes, services, applications, utilities, kernels, 
notifications, system calls, and man pages


Used in procedures for:
• Names of interface elements, such as names of windows, dialog boxes, 


buttons, fields, and menus
• What the user specifically selects, clicks, presses, or types


Italic Used in all text (including procedures) for:
• Full titles of publications referenced in text
• Emphasis, for example, a new term
• Variables


Courier Used for:
• System output, such as an error message or script
• URLs, complete paths, filenames, prompts, and syntax when shown 


outside of running text


Courier bold Used for specific user input, such as commands


Courier italic Used in procedures for:
• Variables on the command line
• User input variables 


< > Angle brackets enclose parameter or variable values supplied by the user 


[ ] Square brackets enclose optional values


| Vertical bar indicates alternate selections — the bar means “or”


{ } Braces enclose content that the user must specify, such as x or y or z


... Ellipses indicate nonessential information omitted from the example
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Your comments
Your suggestions will help us continue to improve the accuracy, organization, and overall 
quality of the user publications. Send your opinions of this document to:


BRSdocumentation@emc.com
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Email your clarifications or suggestions for this document to:


BRSdocumentation@emc.com


The following table lists the revision history of this document.


Revision Date Description of added or changed sections


02 October 7, 2013 Second release of this document for General Availability (GA) release of EMC 
NetWorker Module for Microsoft Release 3.0.


01 July 25, 2013 First release of this document for Directed Availability (DA) release of EMC NetWorker 
Module for Microsoft Release 3.0.
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Introduction

Overview
You can use the EMC® NetWorker® Module for Microsoft (NMM) release 3.0 software to 
backup and recover SQL Server data. NMM utilizes Virtual Device Interface (VDI), an API 
provided by Microsoft SQL Server, to integrate with the SQL Server and enable the 
NetWorker software to back up and recover SQL Server data. 


IMPORTANT


The NetWorker Module for Microsoft Release 3.0 Administration Guide provides an 
introduction to the VDI technology and details about the NetWorker User for SQL Server 
graphical user interface through which you can perform the backup and recovery tasks.


When migrating from NetWorker Module for SQL Server (NMSQL), the SQL snapshot data 
backed up by using NMSQL cannot be recovered by NMM. You must perform a full backup 
of the data by using NMM.


Microsoft SQL Server VDI environment
This section provides the following information:


◆ “Backup environments” on page 18


◆ “Recovery environments” on page 21


◆ “Cluster environments” on page 22


Backup environments


This section provides details about the various environments in NMM for SQL Server 
backup using VDI.
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Non-federated backup environment (traditional backup)
Figure 1 on page 19 shows an overview of the process interactions among the NetWorker 
client (NMM) and server, and SQL Server software during a traditional backup.


Figure 1  Traditional backup command and data flow


The following occurs in a traditional backup:


1. The nsrd program starts the backup on the NetWorker server.


2. The savegrp program executes the NMM backup command (nsrsqlsv) on the client 
instead of performing a standard NetWorker save. 


3. The nsrsqlsv program passes the backup data from SQL Server to the NetWorker 
server through an X-Open Backup Services application programming interface (XBSA). 


The NetWorker server software performs all scheduling and storage management tasks. 
The NetWorker Administration Guide provides information about the NetWorker services 
and operations.


Federated backup environment
Federated backups are only available for SQL Server 2012. Figure 2 on page 20 shows an 
overview of the process interactions among the NetWorker client (NMM) and server, and 
SQL Server software during a federated backup.
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Figure 2  Federated backup command and data flow


During federated backup, the save group command starts and creates the process in the 
active node of the Windows cluster. When the backup is started from the NetWorker 
server, the process called master/co-ordination process, calculates and detects the 
Backup Preference and priority from the Availability group and starts the slave backup 
process in detected preferred node.

20 EMC NetWorker Module for Microsoft for SQL VDI Release 3.0 User Guide







Introduction

Recovery environments


Figure 3 on page 21 shows the functional relationship between the NetWorker server, 
NMM, and the SQL Server products during a traditional recovery operation.


Figure 3  Traditional recovery command and data flow


A request for a traditional restore operation:


1. The nsrsqlrc command starts the recover. 


2. The NetWorker XBSA API translates the object names requested by the NMM into a 
format the NetWorker software understands, and forwards them to the NetWorker 
server nsrd service. 


3. The media service, nsrmmd, invokes nsrmmdbd to search the NetWorker server’s 
media database for the volumes that contain the objects requested. 


4. After the media is mounted, the nsrmmd program sends the data through the 
NetWorker XBSA API to nsrsqlrc, which recovers the data to the SQL Server directories.
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Cluster environments


NMM can back up or restore data exported by SQL Server that is running as a virtual server 
in a WSFC cluster.


NMM uses the virtual server name to do the following:


◆ Connect to the appropriate SQL Server instance.


◆ Initialize the SQL Server VDI to accept data from, or deliver data to, the appropriate 
SQL Server in the cluster.


◆ Create entries in the NetWorker client file index.


The NetWorker media database or client file index is indexed according to the client that 
performs a particular backup. NMM creates index entries under the virtual server name in 
the NetWorker client file index. 


Using NMM to back up and recover SQL Server data on a node in a cluster requires Cluster 
Client Connection licenses on the NetWorker server host (one for each node in the cluster). 


NetWorker Power Edition includes two cluster client licenses of the same platform type. 
For more than two cluster nodes, additional Cluster Client Connection licenses are 
required. NetWorker Workgroup Edition and NetWorker Network Edition can back up 
cluster nodes only if Cluster Client Connection licenses have been added to the NetWorker 
server.


How NMM detects SQL Server instances
When running in a WSFC cluster, NMM automatically detects all active SQL Servers in the 
cluster, including virtual servers but only on the active nodes. This automatic detection 
occurs whenever:


◆ The NetWorker User for SQL Server program is started.


◆ The Select SQL Instance menu item or button is selected.


◆ A backup or restore is started.


Named instances in failover cluster configurations
The NMM provides failover cluster support by using the multiple instance features 
provided in SQL Server. In a failover configuration, virtual servers run as either the default 
instance or as named instances. One default instance of a virtual server may be installed. 
Additional virtual servers may be installed as named instances, where each instance 
name must be unique within the cluster.


Multiple named instances are supported as virtual servers in a cluster configuration. The 
number of instances supported depends on the version of SQL Server being used. The 
NetWorker Module for Microsoft Release 3.0 Installation Guide and Microsoft SQL Server 
documentation provide more information. 
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Each SQL virtual server named instance has the following qualities:


◆ A unique IP address, network name, and instance name.


◆ Data files installed on a clustered drive that belong to the same cluster group as the 
virtual server.


Active and passive cluster configurations
When the NetWorker User for SQL Server program starts on the active node, NMM 
automatically uses the cluster virtual server as the client name for reading or writing to the 
NetWorker media database and client file index. If the SQL Server fails over to the 
secondary cluster node, opening the NetWorker User for SQL Server program on the 
secondary node also automatically uses the virtual server name.


If there is one virtual server running on each physical node in the cluster, an active/active 
cluster configuration exists, and the following occurs: 


◆ NMM automatically communicates with the virtual server running on the same 
physical node if no failover has occurred and each virtual server is running on a 
different physical node.


◆ The Select SQL Instance option from the Operation menu is disabled.


However, if one of the physical cluster nodes goes offline (for example, if a failover occurs) 
and both SQL Server virtual servers are then running on the same physical cluster node 
when the NetWorker User for SQL Server program starts, the Select SQL Instance dialog 
box appears. It lists the SQL Server instances. After selecting an instance from this dialog 
box, NMM attempts to validate the instance as a NetWorker client.


Using NMM in a SQL VDI environment
This section provides the following information:


◆ “Migrating from VSS solution to VDI solution for SQL Server data protection” on 
page 24


◆ “AlwaysOn Availability Group feature of Microsoft SQL Server 2012” on page 24


◆ “SQL Client Direct to Data Domain devices or Advanced File Type Device” on page 25


◆ “Microsoft SQL Server named log marks” on page 25


◆ “SQL Server master database maintenance” on page 26


◆ “Named and default instances of SQL Server” on page 27


◆ “NMM restore interactions with SQL Server” on page 28


◆ “Multi-stream Data Domain Boost” on page 28
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Migrating from VSS solution to VDI solution for SQL Server data protection


If you have been using a previous NMM release to recovery SQL Server data with VSS 
technology, and would now like to use NMM 3.0 to back up and recover SQL Server data 
with VDI technology, take care of the following:


◆ Clear the Snapshot checkbox under Backup Group Properties. 


◆ Specify the Backup Command as nsrsqlsv. For SQL virtual server in a cluster 
environment, specify nsrsqlsv -A <SQL virtual server>.


◆ Keep the Application Information field blank.


Change the save set to MSSQL: for SQL default instance level backup or MSSQL:dbname 
for database level backup on SQL default instance. 


AlwaysOn Availability Group feature of Microsoft SQL Server 2012


NMM supports the SQL Server 2012 AlwaysOn feature, which allows multiple replicas of a 
database. Each set of availability database is hosted by an availability replica. Two types 
of availability replicas exist: a single primary replica, which hosts the primary databases, 
and one to four secondary replicas, each of which hosts a set of secondary databases and 
serves as a potential failover targets for the availability group. The secondary replicas can 
be configured to be in either synchronous or asynchronous mode. 


For NMM 3.0 to perform backup of secondary replicas, the Readable Secondary option of 
SQL Server 2012 AlwaysOn configuration must be set to “Yes.” Enable this option for both 
primary and secondary replicas, as in case of failover of the availability group, secondary 
replicas become primary and vice versa. 


NMM supports the Availability Group functionality that SQL Server 2012 has introduced 
with AlwaysOn. An availability Group is a logical group of databases that have the 
AlwaysOn capability. The Availability Group is failed over to other nodes as a group, that 
is, all the databases that are part of the Availability group are failed over together during 
failure or manual failover.


The Microsoft website describes the AlwaysOn Availability Group functionality in SQL 
Server 2012, and provides detailed information about how to configure your setup to 
utilize this support.


If your setup contains an SQL Server with AlwaysOn configuration, then before recovery 
you must perform certain additional steps. For SQL Server 2012 databases that are 
configured with AlwaysOn, the replication must be broken before the database can be 
recovered. You can either use the SQL Server Management Studio GUI or the query 
window.
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SQL Client Direct to Data Domain devices or Advanced File Type Device


The NetWorker 8.1 client software enables clients with network access to Advanced File 
Type Device (AFTD) or Data Domain devices to send their backup data directly to the 
devices, bypassing the NetWorker storage node. 


The Client Direct feature is enabled by default, but can be disabled on each client by 
clearing the Client Direct attribute. When a Client Direct backup is not performed, a 
traditional storage node backup is performed instead. 


The nsrsqlsv.raw backup log displays details about the Client Direct activity for the SQL 
Server.


The NetWorker Administration Guide provides details about the Client Direct to Data 
Domain or AFTD devices.


Microsoft SQL Server named log marks


Microsoft SQL Server enables enhanced point-in-time restore operations by allowing 
named log marks to be specified during transaction creation. Database applications 
create named log marks when transactions are performed. The marks enable access to 
specific transaction points in a database transaction log backup. The NMM software 
restores to the beginning or end of a named log mark during a database restore. Restoring 
data by using named log marks is an improvement over point-in-time restore. The time 
associated with restoring to a specific transaction can be more accurately determined.


When a named log mark is created in the SQL Server database, the log mark time is saved 
to the millisecond. However, the NetWorker software’s time format, which is used to 
specify point-in-time restore, only supports granularity to the second. If named log marks 
with duplicate names are created within a second of each other, NMM restores to the most 
recently named log mark.


Transaction log maintenance
NMM provides implicit and explicit methods for managing SQL Server database 
transaction logs:


◆ Implicit management uses log backups to manage log space. This management can 
occur when:


• A backup schedule is implemented that includes incremental (transaction log 
level) backups.


• You run the nsrsqlsv command with the -l incr option.


◆ Explicit management specifies the nsrsqlsv command on the command line, with or 
without the -T option (Truncate Only) for SQL Server 2005 or the -G option (No Log). 
Both command options result in the log being truncated before the backup, and both 
options are compatible with level full and level 1 (differential) backups. 
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After the backup completes, the SQL Server truncates the transaction log if the 
following applies:


• NMM determines that the database does not support transaction log backups.


• No -T or -G option is specified.


SQL Server databases that use the simple recovery model do not use transaction log 
backups. 


Prevent log overflow
In Windows, prevent database logs from overflowing available log space by creating an 
alert in the SQL Server Performance Monitor that forces an incremental backup when the 
database’s log space reaches a certain capacity (for example, 80% full). An alert is a 
user-defined response to a SQL Server event. An incremental (transaction log) backup 
truncates the logs and clears disk space.


SQL Server master database maintenance


The master database contains information about all SQL Server databases on the SQL 
Server host. The master database can be restored in by restoring the data for the master 
database and other SQL Server databases from the NetWorker server. 


Check database consistency 
Use the -j option with the nsrsqlsv and nsrsqlrc commands to request that SQL Server run a 
comprehensive database consistency check (DBCC) before a backup or after a restore. The 
DBCC includes the following automatic checks: 


◆ DBCC CHECKDB database_name


◆ DBCC CHECKALLOC database_name


◆ DBCC TEXTALL database_name


◆ DBCC CHECKCATALOG database_name


For the entire DBCC to complete successfully, each of these tests must succeed.


By default, the option to run a DBCC is disabled. “Perform a database consistency check” 
on page 27 provides information about how to trigger a DBCC before a scheduled save is 
initiated.


If this option is enabled and the DBCC is completed successfully, the NMM proceeds with 
a backup of the specified databases. 


If the DBCC does not complete successfully, the backup is terminated and the NMM 
displays a message to indicate the DBCC success or failure.
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Database consistency on a restored database can also be checked by initiating a restore 
from the command line on the restore host by using the -j command line option with the 
nsrsqlrc command. This command invokes the DBCC on the database after the restore 
operation finishes.


Data consistency check cannot be configured using NetWorker User for SQL server GUI for 
backup or recovery.


Perform a database consistency check
To perform a DBCC from the NetWorker Management Console before a scheduled backup:


1. From the Administration window, click Configuration.


2. In the expanded left pane, click Clients.


3. In the right-side pane, right-click the client you want, and select Properties.


4. In the Apps & Modules tab of the Properties dialog box, in the Backup Command 
attribute, enter nsrsqlsv -j. 


5. Click OK.


To perform a DBCC from the Windows command prompt before a manual backup: 


1. Log in to the client host with administrator privilege.


2. Enter nsrsqlsv -j at a Windows command prompt.


For large databases, the running of a database consistency check can take several hours. 
For production systems, the -j option should be used with discretion.


Named and default instances of SQL Server


NMM supports backup and recovery of named and default instances.


NMM supports recovery from the default instance or named instances of SQL Server, using 
a copy restore, to any instance of SQL Server. This includes recovery operations when the 
destination server is different from the source.


Each named instance has a unique instance name in the form:


computerName\instanceName


where:


◆ computerName is the network name of the computer.


◆ instanceName is the logical name of the named instance.


When naming a SQL database or an instance, select names that are unique. Examples of 
poor database name choices are: the name SQL Server uses to identify itself (MSSQL:) 
and names of installed SQL instances you have installed. 


The syntax for specifying a SQL standalone named instance of SQL Server at a command 
prompt is as follows:


MSSQL$Standalone_Named_Instance:[dbName ...][.fgName ...][.fileName ...]

Using NMM in a SQL VDI environment 27







Introduction

An entry of MSSQL: for the Save Set attribute in the Client resource yields a backup of all 
databases on the SQL Server host.


When running multiple instances, the nsrsqlsv and nsrsqlrc commands only support 
specification of one instance at a time. If save sets for more than one instance are 
specified, the backup or restore operation fails.


Index entries for stand-alone named instances are created by using the local host on 
which the instance is running. Index entries for clustered named instances are created 
with the SQL server virtual name. To differentiate backups for the default instance and 
named instances, the index name has been extended to logically partition the index for a 
client.


All running named instances are maintained in the client file index directory, excluding 
clustered instances and the default instance. This named instance directory is created at 
the end of each traditional backup. Running nsrinfo after backups verifies the existence of 
this directory, for example:


%SystemDrive% nsrinfo -V -L -n mssql <client name>


NMM restore interactions with SQL Server 


NMM stops and starts the SQL Server and dependent services when a restore takes place. 


When restoring the SQL Server system database like master and msdb, the nsrsqlrc 
program automatically stops and restarts the SQL Server services appropriately, as 
follows:


1. Before the restore begins, NMM stops the SQL Server and other dependent services.


When Analysis Services is running, it may use the only database connection if SQL 
Server is in single user mode. Analysis Services must be stopped before restoring the 
master database.


2. NMM starts the SQL Server in single-user mode.


3. NMM performs the restore.


4. After the restore finishes, NMM waits for the SQL Server to shut down.


5. For a stand-alone and cluster, NMM restarts the SQL Server services.


When restoring the master database, there can be timing issues related to stopping and 
starting of services. Manually stop all SQL Server services, except for SQL Server itself, 
before initiating the restore.


Multi-stream Data Domain Boost


NMM 3.0 supports multi-stream backups for SQL Server to a Data Domain device. This 
support leverages the Data Domain Boost feature. SQL Server multi-stream backups over 
Boost enhance the performance by running the backups three times faster.
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Providing access privileges for backup and recovery
Ensure that the following privileges are taken care of before performing backup and 
recovery:


◆ Grant the Windows logon account that the NMM backup process uses to connect to 
SQL Server the following roles:


• SQL Server system administrator (sysadmin) role to issue the T-SQL BACKUP query.


• SQL Server sysadmin role to open a shared memory handle when initializing the 
Microsoft Virtual Device Interface (VDI).


◆ Ensure that the NMM administrator is a member of the:


• Local backup operators group.


• Local administrators group.


◆ Windows Server 2008 introduced User Access Control, which causes processes to run 
as a standard user even if part of the administrator’s group. NMM processes account 
for this change.


◆ Before performing a SQL Server 2012 VDI backup, ensure that for Windows Server 
2008 R2 the User Account Control is disabled for administrators. Perform these steps:


a. Open the Local Security Policy (secpol.msc) on the Windows 2008 R2 client. 


b. Go to Local Policies > Security Options. 


c. Change “User Account Control: Behavior of the elevation prompt for administrators 
in Admin Approval Mode” to “Elevate without prompting.”


d. Disable “User Account Control: Run all administrators in Admin Approval Mode.” 


e. Restart the machine. 


esg114125 on the EMC Online Support (http://support.emc.com) provides details.


Backups
This section provides an introduction about backups of SQL Server by using NMM:


◆ “Types of supported backups” on page 29


◆ “Backup levels” on page 31


◆ “Setting backup levels” on page 32


Types of supported backups


NMM 3.0 supports manual, scheduled, and federated backups of SQL Server.


◆ Manual or traditional backup — NMM provides support for traditional backups. 
Traditional backups are often referred to as manual backups. A traditional backup of 
SQL data can be performed at any time and is independent of any scheduled backup. 
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NMM supports traditional backup of:


• Database


• File


• Filegroup


• Filestream


• Transaction log 


In addition to creating full backups of file or filegroup, the SQL Server supports the 
creation of filegroup differential and file differential backups. 


A filegroup differential backup may actually reduce both media requirements and 
recovery time. The data can be stored across more than one disk or disk partition, and 
recovery time may be reduced. A differential can substitute for any log backups 
performed between the full and differential backups. A full backup must be performed 
first. 


Chapter 2, “Manual Backups,” provides details.


A full backup of SQL Server data (including files and filegroups) created by using 
NetWorker Module for SQL Server (NMSQL) can be recovered by using NMM 3.0. 
However, NMM 3.0 cannot recover snapshot backup created by using NMSQL.


◆ Scheduled backup — The most reliable way of protecting SQL data is to ensure that 
backups of the SQL Server are run at regular intervals, that is, setting up scheduled 
backups. Scheduled backups ensure that all SQL Server data is automatically saved, 
including the NetWorker server’s client indexes and bootstrap file. The client indexes 
and bootstrap file are vital for restoring data to the SQL Server in the event of a 
disaster. 


Chapter 3, “Scheduled Backup,” provides details.


◆ Federated backup — NMM provides support for SQL Server 2012 Federated backup 
functionality for SQL Server 2012 AlwaysOn databases. Chapter 4, “Federated 
Backup,” provides details.
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Backup levels


Table 2 on page 31 describes the SQL Server VDI backup levels. NMM supports three 
levels of backup.


Table 3 on page 31 shows how the terminology for backup levels used in the SQL Server 
product differs from the terminology used for NMM.


Table 4 on page 31 summarizes where backup procedures can be initiated and which 
backup levels are supported for each interface.


Table 2  Backup levels in NMM for SQL VDI backups


Backup levels Description


Full Entire database backup, including all filegroups or files in the database.


Incremental An incremental backup, corresponds to a SQL Server transaction log 
backup. A log file backup by itself cannot be used to recover a database. 
A log file backup is used after a database recovery to restore the 
database to the point of the original failure.


Differential A differential backup, specified as any level from 1 to 9, is done from 
the command line, and makes a copy of all the pages in a database 
modified after the last full database backup. 


Table 3  Terminology


NMM term Function
Corresponding SQL 
Server term


Full Backs up an entire file, filegroup, filestream, or 
database.


File, filegroup or 
filestream, or database 
backup


Incremental Backs up all transaction log changes since the 
most recent full, differential, or transaction log 
backup.


Transaction log
(also called xlog) backup


Differential Backs up all database changes since the last full 
backup.


Differential backup


Table 4  Where to initiate backup operations


Backup type Backup initiated from


Backup levels available


Full Incr Diff


Scheduled NMC on the server Yes Yes Yes


Manual Command line on the SQL Server, which is the 
client


Yes Yes Yes


NMM client initiated GUI (adhoc backup) Yes No No


 NetWorker SQL Adhoc Backup Plugin Yes No No
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Setting backup levels


NMM enables you to specify backup levels in addition to database full, database 
differential, and database incremental. The availability of a backup level depends on the 
type of data selected for backup and any SQL Server settings on those objects, as listed in 
Table 5 on page 32.


For SQL Server data objects for which incremental backup can be performed, ensure that 
the SQL Server database options are properly configured. The Microsoft SQL Server 
documentation provides more information. Individual items are subject to promotion. 


Example strategies for backing up SQL Server data
If the SQL Server manages a significant amount of data, schedule a backup of the 
databases every one to two weeks, as shown in Table 6 on page 32.


Another backup strategy is to schedule incremental backups on several successive days 
immediately following the previous full backup, as shown in Table 7 on page 32. This 
schedule backs up all data that has changed since the previous incremental backup.


A level 1 differential backup can also be scheduled after several days of incremental 
backups. This schedule backs up all data since the previous full backup.


Table 5  Backup levels for SQL Server data


SQL Server data objects


Supported SQL Server versions


full diff incr


All databases of SQL default or named 
instances


yes yes yes


Specified databases yes yes yes


All filegroups in specified databases yes yes N/A


Filestream data in specified databases yes yes yes


Specified filegroups in specified database yes yes N/A


Specified files in filegroups in specified 
databases


yes yes N/A


Table 6  Full backup every one to two weeks


Fri Sat Sun Mon Tues Wed Thurs


full incr incr incr incr diff incr


incr incr incr diff incr incr incr


full Repeat


Table 7  Incremental backup after a full backup


Fri Sat Sun Mon Tues Wed Thurs


full incr incr incr diff incr incr


Repeat
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If a database has been made read-only, a full backup of the database should be made. A 
read-only database cannot be restored from a transaction log backup that may already 
exist.


Differences between backup levels
Because it may not be practical or efficient to run full backups every day, other backup 
levels can be specified for automatic, scheduled backups. Limiting the frequency of full 
backups can decrease server load while ensuring data is protected. 


Table 8 on page 33 outlines the differences between the backup levels.


Combining data objects to create backup levels


NMM enables the selection of SQL Server data objects in various combinations to create 
scheduled backups of different levels, as shown in Table 9 on page 33.


Table 8  Backup level advantages and disadvantages 


Backup level Advantages Disadvantages


Full • Fastest restore time. • Slow backup.
• Increases load on client, server, and 


network.
• Uses the most volume space.


Incremental 
(transaction log)


• Faster than a full backup.
• Decreases the load on server 


and Uses the least volume 
space.


• Enables point-in-time 
restore.


• Slow restore.
• Data can spread across multiple 


volumes.
• Multiple transaction logs can spread 


across multiple volumes.


Differential • Faster than a full backup.
• Captures all changes since 


last full.


• Generally more time-consuming than a 
incremental backup (depending on 
the backup schedule strategy).


Table 9  Creating additional backup levels with data objects (page 1 of 2)


Backup level Database objects


Full database Select one or more databases to create a level full database backup of the 
selected databases and their transaction log files.


Full file or filegroup Select one or more files or one or more filegroups to create a level full file 
or filegroup backup of the selected files or filegroup, but not their 
transaction logs.
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Promoting backup levels


Guidelines for Microsoft SQL Server best practices indicate that a full database backup 
should be the first step in implementing a recovery strategy for a database. In adhering to 
these guidelines, the NMM supports backup level promotion. Table 10 on page 34 
explains what prompts a promotion.


Database 
incremental 


Select one or more databases to create a database incremental level 
backup of only the incremental for the selected databases.
The SQL database must be previously configured to enable incremental 
backups.


Database differential 
(level 1) 


Select one or more databases to create a database level differential 
backup of only the changes made to the selected databases since the last 
full level backup was created.


File or filegroup 
differential 


For SQL Server 2005 only, select one or more files, or one or more 
filegroups to create a file or filegroup level differential backup of only the 
changes made to the selected files or filegroups since the last full level 
backup was created.


Table 9  Creating additional backup levels with data objects (page 2 of 2)


Backup level Database objects


Table 10  Backup level promotion process 


Item
Requested 
level


Level of 
promoted Reason


Database Differential Full Database full backup does not exist.


Database Incremental Full • Database full backup does not exist.
• Transaction log backup types are not 


supported for simple recovery model 
databases.


• Database is currently in emergency mode.1


File/Filegroup Full Database full Full backup of the entire database does not 
exist.2


File/Filegroup Differential Database full Full backup of the entire database does not 
exist.


File/Filegroup Incremental Full File or filegroup incremental backups are not 
supported.


1. Refer to the Microsoft SQL Server Books Online for more information.


2. Databases consist of files and groups that contain files. The default configuration is a primary filegroup with 
the main data file. Elaborate database configurations can contain more filegroups; each with more files. If a 
filegroup or file level backup is specified, and a full database backup is not on record, the filegroup or file 
backup is promoted to a database full backup.
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Recovery
This section provides an introduction about recovery of SQL Server by using NMM:


◆ “Types of supported recovery” on page 35


◆ “Recovery modes” on page 36


◆ “Recovery time” on page 36


◆ “Recovery window restrictions” on page 37


◆ “The recovery process” on page 37


Types of supported recovery


NMM supports recovery of a SQL Server 2012 database only after the AlwaysOn 
replication has been removed for the corresponding database.


Table 11 on page 35 lists the types of recovery for SQL Server VDI in NMM. 


Table 11  Types of recovery for SQL Server VDI 


Type of recovery When used Description


Traditional recovery For data that was backed 
up by traditional backup, 
NMM supports traditional 
recovery.


Data recovery from a traditional backup can 
be performed:
• At any time by using NMM. 
• By running NMM recover command 


(nsrsqlrc) from the command prompt. 
Traditional recovery operations recover files, 
filegroups, databases, and transaction log 
backups. Chapter 2, “Manual Backups,” 
provides additional information about 
traditional recovery operations.


Normal recovery NMM uses the normal 
restore type as the default.


 The normal restore type restores:
• The entire set of data associated with one 


or more SQL Server backups, including full, 
incremental, and differential backups. 


• A file, filegroup, or a database to the 
database originally backed up. 


• Level full, level 1 (differential), and level 
incremental backups in the order required 
by SQL Server. 
NMM can back up and restore specified 
files and filegroups. In addition, a single 
filegroup, or multiple filegroups or files, 
can be restored from a full database 
backup.


Copy recovery A copy restore is an 
operation in which data is 
recovered to a SQL Server 
host other than the one 
from which it was backed 
up. Note that copy restore 
from and to the same SQL 
Server instance can also be 
done.


The copy recovery type creates a copy of a 
database by restoring a SQL Server database 
to a new location, or to a new database name. 
The copy recovery type makes it easy to 
duplicate a database that was previously 
backed up. You can only mark a single item 
for this operation. In addition, you can copy a 
system database, but you cannot overwrite it. 
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Normal and Copy recovery is supported by all SQL Server versions.


Recovery modes


To recover a database, NMM requires that a recovery mode be specified. A recovery mode 
instructs the SQL Server how to interact with the database after the recovery operation 
completes. For instance, recovery modes can leave the database in an intermediate state, 
so that additional transaction logs can be applied. Table 12 on page 36 shows how the 
recovery modes correspond to SQL Server database restore options.


Recovery time


Backups can be recovered to a specific time. The recovery time controls the backup data 
that should be reinstated when a database is recovered. The recovery time may also 
control which portions of an incremental level backup are to be recovered when NMM is 
instructed to discard transactions performed after a given time.


The default or current recovery time for each database comes from the create time of the 
marked item. By default, the most recent backup is recovered. If the most recent backup is 
incremental level or 1, dependent backups are recovered first. User-specified recovery 
times can restore older backup versions or perform point-in-time recovery operations. For 
instance, a point-in-time recovery may be specified by using a recovery time that is earlier 
than the create time of the transaction log backup, but later than the create time of the 
previous backup. 


Table 12  Recovery modes 


Types Description


Normal restore mode The normal restore mode instructs SQL Server to leave the database 
in an operational state after the restore completes. This then 
enables database reads and writes. The normal restore mode is the 
default mode NMM uses when restoring a database.


No-recovery restore mode The no-recovery restore mode activates the SQL Server NORECOVERY 
database restore option for the last stage restored. The no-recovery 
restore mode places the database in a state that cannot be loaded 
after the restore, but is still able to process additional transaction 
log restore operations.


Standby restore mode The standby restore mode activates the SQL Server STANDBY 
database restore option for the last stage restored, which forces the 
database to be in a read-only state between transaction log restore 
operations. The standby restore mode provides an undo file for SQL 
Server to use when rolling back the transactions. 


Online restore mode SQL Server provides the ability to perform a restore operation while a 
SQL Server database is active. The database is completely offline 
only while the primary filegroup is being restored. Once the primary 
filegroup is restored, the database can be brought online while the 
rest of the filegroups are being restored, and then only the data that 
is being restored is unavailable. The rest of the database remains 
available during this type of restore. Earlier versions of SQL Server 
require that you bring a database offline before you restore the 
database. 
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NMM provides three methods for recovering to a specific time: 


◆ Database backup versions


◆ Point-in-time recovery of a transaction log (level incremental) backup


◆ Recovering to a named log mark


Recovery window restrictions 


In the Recovery window, the rules for marking an item are based on the selected restore 
type. The normal restore type does not restrict marking in any way. All restorable objects 
(file, filegroup, filestream data, database) can be marked. When the copy restore type is 
chosen, only one database object can be marked. Marking the root SQL Server item is not 
permitted, the filegroups and files of the selected database are automatically marked and 
restored as part of the full database restore.


The recovery process


A recovery uses the following process:


1. NMM restores the most recent full backup, and then restores the most recent 
differential (level 1) backup (if any).


If a full database backup is removed from the NetWorker server, and an incremental 
backup is attempted, the restore fails. The NMM software checks the SQL Server 
instance to determine if a full database backup has been performed, but does not 
verify that a full backup still exists on the NetWorker server.


2. NMM restores all transaction log backups that ran after the most recent differential 
backup (or that ran after the last full backup, if there was no differential backup). To 
correctly restore uncommitted transactions, the SQL Server NORECOVERY mode is 
specified for all intermediate transaction logs. 


The restore of the final transaction log specifies the restore mode if a mode of 
STANDBY or NORECOVERY was selected. The default selection is Normal.


For example, if you selected a restore mode of NORECOVERY, that specification 
appears in the output for a database restore as follows: 


C:> nsrsqlrc -s NetWorker_server_name my_database
nsrsqlrc: Restoring database my_database...
nsrsqlrc: RESTORE database my_database FROM
virtual_device='BSMSQL' WITH norecovery, stats
nsrsqlrc: RESTORE database my_database from
virtual_device='BSMSQL' WITH norecovery  (differential)
nsrsqlrc: RESTORE transaction my_database FROM
virtual_device='BSMSQL' WITH norecovery
nsrsqlrc: RESTORE transaction my_database FROM
virtual_device='BSMSQL' WITH norecovery
Received 1.0 MB 4 files from NSR server.
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NMM imposes the following restrictions on database file relocation:


◆ Only database backups can be relocated. Individual file and filegroup backups cannot 
be relocated without relocating the database that contains those files.


◆ If the configuration of a database has changed since the most recent, level full 
database back up was created, you cannot relocate the database. Configuration 
changes include the deletion or addition of files, filegroups, or transaction log files.


◆ A system database might not be the destination database for relocation.


◆ The relocation fails if the destination does not have sufficient space to create a new 
database.


Error logs for backup and recovery
To help you diagnose problems, the following types of information are written to an 
application-specific log file during backup and restore operations:


◆ Software configuration information


◆ Operation parameters


◆ Operation status and error messages


Application logs are generated for the nsrsqlsv.exe and nsrsqlrc.exe programs, and are 
created in the nsr\applogs folder on the SQL Server host. NMM logs are cumulative and 
are appended each time the nsrsqlsv.exe or nsrsqlrc.exe program runs. A log is truncated 
when disk space is exhausted. Table 13 on page 38 cross-references the program and log 
file names.


The logging capabilities of nsrsqlsv and nsrsqlrc are not cluster-aware. The logs are stored 
on a local disk for both clustered and SQL standalone configurations. The xbsa.messages 
file collects messages from the X-Open Backup Services application programming 
interface.


Prerequisites
When installing NMM 3.0, you have the option of running the System Configuration 
Checker from the installer. It is recommended that you run the System Configuration 
Checker to ensure that your setup is properly configured for backup and recovery. 


The NetWorker Module for Microsoft Release 3.0 Installation Guide provides details.


In addition, ensure that the following prerequisites are taken care of before performing 
backup and recovery procedures:


◆ Scheduled backup — “Prerequisites” on page 54


Table 13  Program and log file names


Program Log file


nsrsqlsv.exe nsrsqlsv.raw


nsrsqlrc.exe nsrsqlrc.raw


XBSA library code xbsa.messages
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◆ Data recovery — “Prerequisites” on page 84


◆ Cluster backup and recovery — “Prerequisites” on page 122
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Overview
You can initiate a manual backup of SQL data at any time. A manual (unscheduled) backup 
can be started immediately. 


The following combinations of data objects can be backed up by using the NMM software:


◆ The entire SQL Server storage hierarchy


◆ One or more entire databases


◆ One or more filegroups


◆ One or more files in a filegroup


◆ A heterogeneous collection of files, filegroups, and databases


◆ Transaction log backups


Filestream data, stored in SQL Server 2008 or later databases, is displayed in the backup 
window as a single filegroup folder with no subordinate objects. 


The storage hierarchy is defined as the database storage components exposed to 
third-party backup vendors by the SQL Server Storage Engine. The storage components 
include files, filegroups, databases, and transaction logs.


You must log into an account on the NetWorker client host that has SQL Server 
administrative privileges.


Performing a manual backup
Perform a manual backup by using any of the following GUIs:


◆ The NetWorker SQL Adhoc Backup Plugin — You can install this plugin when NMM is 
being installed by selecting the option for it. There are no separate requirements or 
considerations for this feature. The NetWorker Module for Microsoft Release 3.0 
Installation Guide provides details.


A new tab called the EMC NetWorker Backup appears in the SQL Server Management 
Studio interface and allows you to perform manual backups without having to 
navigate between the NetWorker User for SQL Server GUI and the SQL Management 
Studio GUI. This is especially useful for SQL database administrators who prefer using 
native SQL tools for all activities, including data protection. “The NetWorker SQL 
Adhoc Backup Plugin” on page 43 provides details.


NMM provides the NetWorker SQL Adhoc Backup Plugin support for SQL Server 2008 
or later. This support is not available for SQL Server 2005 versions. 
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◆ The NMM software — A manual backup can be started from the NetWorker User for 
SQL Server GUI. “NetWorker User for SQL Server GUI of NMM” on page 46 provides 
details.


◆ The nsrsqlsv command from the command prompt — Chapter 8, “Command Line 
Interface,” provides command syntax. 


When performing a manual full level backup of a file or filegroup, also perform a 
database incremental level backup to maintain the validity of the transaction log.


IMPORTANT


For maximum data protection, perform scheduled NetWorker backups of SQL Server 
databases at regular intervals. Chapter 3, “Scheduled Backup,” provides details on 
running scheduled backups. Manual backups are generally performed under special 
circumstances, such as during setting up of the NMM software. Due to the complexity of 
configuring scheduled backups, you should first either perform a manual backup or use 
the Client Configuration Wizard to configure a basic scheduled backup.


The NetWorker SQL Adhoc Backup Plugin


In the SQL Server Management Studio GUI, select the SQL Server instance for which 
manual backup must be performed and then click the EMC NetWorker Backup tab. The 
EMC NetWorker backup for SQL databases page appears, as shown in Figure 4 on page 44.
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Figure 4  EMC NetWorker Backup for SQL Databases page - General View 
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The EMC NetWorker backup for SQL databases page provides two views:


◆ General — Use this view to provide the details for the manual backup and perform the 
backup, as shown in Figure 4 on page 44:


a. Select the required NetWorker server. 


Note: Manually enter the NetWorker server details or click on the Update button to 
detect the NetWorker server. The NetWorker SQL Adhoc Backup Plug-in for SQL 
Server Management Studio (SSMS) backup plugin does not detect NetWorker 
server automatically when started.


The NetWorker server that was selected during the NMM installation appears in the 
NetWorker field. You can select a different NetWorker server from the list that is 
available. Use Update to update the list of available NetWorker servers.


b. Defines the level of debug information to be sent to the backup status window 
during the backup operation in Select a debug level. Levels range from 1-9, with 1 
representing the least amount of information.


c. Select the SQL Server instance that you want to back up. You can select the option 
to select all the databases in that instance for backup or select the particular 
database that you want to back up in that instance.


d. Under Options, select the appropriate attributes:


– Compress the backup content using NetWorker — Applies XBSA compression to 
all marked databases before writing the backup data to the storage device. In 
the same manual backup, certain databases cannot be backed up with 
compression and others without.


Compressing data for a backup generates less network traffic and uses less 
backup media space, but it consumes additional CPU resources. Most tape 
devices perform compression, which makes software compression 
unnecessary. 


– Compress the backup content using SQL Server — Compress the backup 
content (using SQL Server). The Microsoft SQL Server product documentation 
provides more information.


– Perform checksum before writing to media — Performs a checksum operation 
with the backup and saves the information to the backup media. Another 
checksum is performed before a restore to ensure that it matches the backup.


A checksum is used to detect a partial backup or restore state. The SQL Server 
verifies the checksum by calculating a local result and comparing it with the 
stored value. If the values do not match, you can choose to continue the 
backup or restore operation. Select the Continue on checksum error option to 
back up and restore if errors are detected.


– Use encryption — Specifies that data is backed up with AES encryption. Data is 
encrypted with the default or current pass phrase provided by the NetWorker 
Server. If the NetWorker Server has a different pass phrase at recovery time, you 
must specify the pass phrase used at the time of backup. The NetWorker 
Administration Guide provides complete information about AES encryption, 
and setting the pass phrase.
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– Create a striped backup — Creates a striped backup by using the SQL Striped 
feature. If this attribute is checked, the Stripes list is enabled. Chapter 7, 
“Striped Backup and Recovery,” provides more information about striping. To 
select the number of stripes for backup, select a number from the list box. 


The maximum number of stripes NMM supports is 32. However, the maximum 
number of stripes cannot be more than the value set for NetWorker  client 
parallelism.


– Select backup pool — Select this option and then choose the type of pool you 
want to backup to from the Full backup pool menu. This option allows you to 
select the pool where this adhoc backup can be stored. The pools in the menu 
are picked from the NetWorker server.


– Deduplication — Select either Data Domain or Avamar and the node details 
according to your setup.


e. Click Run Backup.


◆ Monitor — Use this view to check the details for the backup. This view is similar to the 
Monitor view that is displayed in the NMM GUI.


NetWorker User for SQL Server GUI of NMM


The NetWorker Module for Microsoft Release 3.0 Administration Guide provides an 
introduction to the NetWorker User for SQL Server graphical user interface (GUI) through 
which you can perform manual backups.


The Backup window of the NetWorker User for SQL Server GUI displays data that is 
available for backup based on the SQL Server database settings. SQL database items that 
cannot be backed up are not displayed in the Backup window.


This includes, but is not limited to, databases in the following states:


◆ Standby


◆ Recovering


◆ Suspect 


◆ Offline


◆ Not recovered


◆ Loading


◆ Pre-recovery


◆ Restoring


◆ Recovery Pending


◆ Single user with active user connections
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To perform a manual backup:


1. From the Start menu, select Programs > EMC NetWorker > NetWorker User for SQL 
Server.


If multiple instances of SQL Server are active on the computer, the Select SQL Instance 
dialog box appears. 


2. Select the SQL Server instance that the NMM will back up, and click OK. 


The NetWorker User for SQL Server connects to the selected instance. The main 
window appears.


3. (Optional) Perform the following to select a NetWorker server other than the server 
that was specified during the NMM installation:


a. Click the Select NetWorker Server button on the toolbar.


The Change Server dialog box appears. 


b. Select a NetWorker server from the list, and click OK.


4. To select the SQL Server data to back up, select Backup from the Operation menu. 


The Backup window displays a hierarchical list of SQL Server data objects available for 
backup, as in Figure 5 on page 47. The NetWorker User for SQL Server program UI 
always performs full backup for SQL Server data. 


Figure 5  Backup window


5. To expand an object, click the plus sign (+) beside the object name in the left pane. 
The descendants of the object are listed in the right pane.


6. Mark one or more objects for backup. Some SQL Server data items are visible in the 
Backup window, but cannot be marked. If certain database options are set, SQL Server 
prohibits a file or filegroup backup. These unavailable objects appear grayed out to 
distinguish them from those that are available to back up. 
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7. Select the required attributes in the Backup Options dialog box, as shown in Figure 6 
on page 48, before starting the backup. 


Figure 6  Backup Options for SQL page


The selected attributes apply to each marked object for all backup operations 
performed until the NetWorker User for SQL Server program is closed. Selected pools, 
however, are stored in the registry and persist from one session to another. If an 
attribute is not selected, then the NetWorker User for SQL Server default is used. 


8. On the General tab, select the appropriate attributes:


• Compress the backup content (using NetWorker) — Applies XBSA compression to 
all marked databases before writing the backup data to the storage device. In the 
same manual backup, certain databases cannot be backed up with compression 
and others without.


Compressing data for a backup generates less network traffic and uses less 
backup media space, but it consumes additional CPU resources. Most tape devices 
perform compression, which makes software compression unnecessary. 


• Create a striped backup — Creates a striped backup by using the SQL Striped 
feature. If this attribute is checked, the Stripes list is enabled. Chapter 7, “Striped 
Backup and Recovery,” provides more information about striping.


To select the number of stripes for backup, select a number from the list box. 


The maximum number of stripes the NMM software supports is 32. However, the 
maximum number of stripes cannot be more than the value set for NetWorker  
client parallelism.
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• Use pools for media management — Lists media volume pools for storing the 
backup contents. This attribute applies only to manual backup operations 
performed from the NetWorker User for SQL Server program or from a command 
prompt. If this attribute is checked, the Full Backup Pool and the Log File Pool lists 
are enabled. 


To select volume pools:


a. Check the Use pools for media management attribute.


b. Select a pool from the Full backup pool list to store full SQL Server backups, 
including databases and filegroups.


c. Select a pool from the Log file pool list to store transaction log or differential 
(level 1) SQL Server backups.


Note: The pool names in the Full backup pool or Log file pool lists are initially created 
by using the NetWorker Management Console and are stored in the operating system 
registry. 


• Select debug level — Defines the level of debug information to be sent to the 
backup status window during the backup operation. Levels range from 1-9, with 1 
representing the least amount of information.


• Use encryption — Specifies that data is backed up with AES encryption. Data is 
encrypted with the default or current pass phrase provided by the NetWorker 
Server. If the NetWorker Server has a different pass phrase at recovery time, you 
must specify the pass phrase used at the time of backup. The NetWorker 
Administration Guide provides complete information about AES encryption, and 
setting the pass phrase.


• Deduplication — Specify either of the following:


– To enable client-side Data Domain Boost deduplication backups, select the 
Data Domain backup option.


– To enable Avamar deduplication backups, select the Avamar deduplication 
backup option and from the Avamar deduplication node menu, choose the 
deduplication node to which this client's backup data will be sent. 


This Avamar node should be the same deduplication node specified for the 
NetWorker client resource for this SQL Server host. Also, ensure that the 
Avamar node is available to receive the backed up data, and that the license for 
that node has not expired.


9. Click OK to close the Backup Options window.


10. Set backup properties for each marked database before starting the backup 
operation. If a property is not specified, the default is used. After the backup 
operation is complete, and the Backup window is closed, the property values revert 
back to the NetWorker User for SQL Server defaults.
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To set the backup properties for each marked database, 


a. Mark one or more databases in the Backup Options window, and then right-click 
each marked database and select Properties from the shortcut menu. 


The Properties dialog box is displayed, as in Figure 7 on page 50.


Figure 7  Properties dialog box


b. Select the appropriate options:


– Truncate content before performing backup — Truncates the transaction logs 
before backup.


– Perform checksum before writing to media — Performs a checksum operation 
with the backup and saves the information to the backup media. Another 
checksum is performed before a restore to ensure that it matches the backup. 


A checksum is used to detect a piecemeal backup or restore state. The NMM 
verifies the checksum by calculating a local result and comparing it with the 
stored value. If the values do not match, you can choose to continue the 
backup or restore operation.


– Select the Continue on checksum error — To back up and restore if errors are 
detected.


Note: This option is available with SQL Server 2005 or later instances.


c. Click OK.
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11. Before starting a backup, ensure that a labeled media volume is mounted in the 
backup device because otherwise a backup cannot run. The volume should be 
labeled for the volume pool where the backup is to be directed. If there is no volume 
in the backup device when a backup is started, no messages appear in the Backup 
Status window and the backup waits for operator intervention.


To start the backup:


a. Select Start Backup from the File menu. 


b. Monitor the backup messages in the Backup Status window or from the NetWorker 
Management Console.


After the backup is finished, a Backup Completed message is displayed. 


Note: The amount of time required to back up a database depends on database 
size, network traffic, server load, and tape positioning.


c. Close the Backup Status window.


To cancel a backup, select End Backup from the File menu.


Performing a manual backup of SQL Server data does not automatically back up the client 
indexes and bootstrap file. To back up client indexes and a bootstrap file: 


1. Log in as administrator on a Windows NetWorker server.


2. Enter the following command from the command line:


savegrp -O -l full -P printer_name -c NetWorker_client 


where:


• printer_name is the name of the printer where the bootstrap information is printed 
at the end of the bootstrap backup.


• NetWorker_client is the hostname of the SQL Server.
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Prerequisites
Before performing scheduled backups, ensure:


◆ The NetWorker interface is configured to display hidden attributes. For NetWorker 7.6 
SP 3 and later servers, hidden attributes are called diagnostic attributes. To display 
diagnostic attributes in the Administration window, select Diagnostic Mode from the 
View menu.


◆ When backing up filestream data, select the Allow Remote Clients Access to Filestream 
Data option in the Properties page of the SQL Server instance in the SQL Server 
Configuration Manager. This is a requirement for the backups to be successful. The 
SQL Server documentation provides details about the SQL Server Configuration 
Manager. 


◆ The group containing a scheduled backup of a SQL standalone server by using the 
MSSQL: save set to back up all databases fails if any database is unavailable. This 
does not mean complete failure, but rather that one or more databases were not 
backed up successfully. A database that is in any of the following states will cause a 
scheduled backup to fail in case the database is part of a previously configured 
backup:


• Standby


• Recovering


• Restoring


• Recovery Pending


• Suspect


• Offline


• Not recovered


• Loading


• Prerecovery


Note: For nonscheduled manual backups that are initiated from the NMM software on 
the client computer, unavailable databases are silently skipped.


Limitations of the savegrp program reporting and savegrp log file may make failure 
identification and the specific unavailable databases difficult to isolate. The savegrp 
information is displayed alphabetically, leaving some early information suppressed, 
and the success or failure information combined.


Definitive results are available in the daemon.raw file, located on the NetWorker 
server and in the nsrsqlsv.raw file on the client computer. After the completion of a 
backup, the following types of error messages are listed in the daemon.log file:


• Database 'Acme' cannot be opened because it is offline.


• Processing Acme failed, the item will be skipped.
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• Database 'Acme' is in warm-standby state (set by executing RESTORE WITH 
STANDBY) and cannot be backed up until the entire load sequence is completed.


• Processing Acme failed, the item will be skipped.


Configuring scheduled backups
To configure a SQL Server VDI backup, perform the tasks outlined in Table 14 on page 55.


All the procedures described in this section must be performed on a NetWorker server. 
Use the NetWorker Management Console program (NMC) to access the NetWorker 
Administration page to perform all the procedures. Click the question mark icon  at the 
bottom left of each page of the NMC for details about each field in the page. Review the 
NetWorker Administration Guide for details about NMC.


Table 14  Tasks for SQL Server VDI backups 


Tasks Considerations


“Set up backup levels” on page 56 You can specify backup levels in addition to database full, database differential, and 
database incremental. The availability of a backup level depends on the type of data 
selected for backup and any SQL Server settings on those objects.


“Set up a pool to sort backup data” on 
page 58


Use the criteria defined in the NMC to create, modify, or remove a pool resource for 
scheduled backups. Pool settings specified in the Backup Options dialog box of the 
NetWorker User for SQL Server program apply only to manual backups.


“Configure a backup schedule” on page 59 Set up a consistent schedule of full farm level backups. Configure a backup schedule 
so that a farm is backed up automatically at a regular interval, and the farm data is 
later recovered successfully. You must configure only full backups of SharePoint and 
SQL writers.
If backing up individual content databases, schedule these in between the full farm 
level backups.
The NetWorker Module for Microsoft Release 3.0 Administration Guide provides 
details about this task.


“Configure a NetWorker backup group” on 
page 59


Backup groups enable you to balance backup loads to reduce the impact on your 
storage and network resources.
• Put all the client resources in the same NetWorker group to avoid inconsistencies in 


SQL data. 
• Do not put more than one instance of a client resource in the same group. 
The NetWorker Module for Microsoft Release 3.0 Administration Guide provides 
details about this task.


 “Configure a client resource” on page 60 You can use either of the following methods to configure the client resource:
• Use the Client Configuration Wizard
• Use the NetWorker Administrator Program
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Set up backup levels


You can specify backup levels in addition to database full, database differential, and 
database incremental. The availability of a backup level depends on the type of data 
selected for backup and any SQL Server settings on those objects, as listed in Table 15 on 
page 56.


For SQL Server data objects for which incremental backup can be performed, ensure that 
the SQL Server database options are properly configured. The Microsoft SQL Server 
documentation provides more information. Individual items are subject to promotion. 


Example strategies for backing up SQL Server data


If the SQL Server manages a significant amount of data, schedule a backup of the 
databases every one to two weeks, as shown in Table 16 on page 56.


Another backup strategy is to schedule incremental backups on several successive days 
immediately following the previous full backup, as shown in Table 17 on page 56. This 
schedule backs up all data that has changed since the previous incremental backup.


A level 1 differential backup can also be scheduled after several days of incremental 
backups. This schedule backs up all data since the previous full backup.


Table 15  Backup levels for SQL Server data


SQL Server data objects


Supported SQL Server versions


full diff incr


All databases of SQL default or named instances yes yes yes


Specified databases yes yes yes


All filegroups in specified databases yes yes N/A


Filestream data in specified databases yes yes yes


Specified filegroups in specified database yes yes N/A


Specified files in filegroups in specified databases yes yes N/A


Table 16  Full backup every one to two weeks


Fri Sat Sun Mon Tues Wed Thurs


full incr incr incr incr diff incr


incr incr incr diff incr incr incr


full Repeat


Table 17  Incremental backup after a full backup


Fri Sat Sun Mon Tues Wed Thurs


full incr incr incr diff incr incr


Repeat
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If a database has been made read-only, a full backup of the database should be made. A 
read-only database cannot be restored from a transaction log backup that may already 
exist.


Differences between backup levels


Because it may not be practical or efficient to run full backups every day, other backup 
levels can be specified for automatic, scheduled backups. Limiting the frequency of full 
backups can decrease server load while ensuring data is protected. 


Table 18 on page 57 outlines the differences between the backup levels.


Combining data objects to create backup levels


The NMM software enables the selection of SQL Server data objects in various 
combinations to create scheduled backups of different levels, as shown in Table 19 on 
page 57.


Table 18  Backup level advantages and disadvantages 


Backup level Advantages Disadvantages


Full • Fastest restore time. • Slow backup.
• Increases load on client, server, and 


network.
• Uses the most volume space.


Incremental 
(transaction log)


• Faster than a full backup.
• Decreases the load on server 


and Uses the least volume 
space.


• Enables point-in-time 
restore.


• Slow restore.
• Data can spread across multiple 


volumes.
• Multiple transaction logs can spread 


across multiple volumes.


Differential • Faster than a full backup.
• Captures all changes since 


last full.


• Generally more time-consuming than a 
incremental backup (depending on 
the backup schedule strategy).


Table 19  Creating additional backup levels with data objects (page 1 of 2)


Backup level Database objects


Full database Select one or more databases to create a level full database backup of the 
selected databases and their transaction log files.


Full file or filegroup Select one or more files or one or more filegroups to create a level full file 
or filegroup backup of the selected files or filegroup, but not their 
transaction logs.
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Promoting backup levels


Guidelines for Microsoft SQL Server best practices indicate that a full database backup 
should be the first step in implementing a recovery strategy for a database. In adhering to 
these guidelines, the NMM supports backup level promotion. Table 20 on page 58 
explains what prompts a promotion.


Set up a pool to sort backup data


Configuring a backup pool is a four-part process:


◆ Configuring a device — Configure a media device, such as tape, file, or advanced file 
type device, for snapshot metadata. For best performance, configure a file or 
advanced file type device so that a snapshot can be recovered without the potential 
delay associated with retrieving a tape.


Database 
incremental 


Select one or more databases to create a database incremental level 
backup of only the incremental for the selected databases.
The SQL database must be previously configured to enable incremental 
backups.


Database differential 
(level 1) 


Select one or more databases to create a database level differential 
backup of only the changes made to the selected databases since the last 
full level backup was created.


File or filegroup 
differential 


For SQL Server 2005 only, select one or more files, or one or more 
filegroups to create a file or filegroup level differential backup of only the 
changes made to the selected files or filegroups since the last full level 
backup was created.


Table 19  Creating additional backup levels with data objects (page 2 of 2)


Backup level Database objects


Table 20  Backup level promotion process 


Item
Requested 
level


Level of 
promoted Reason


Database Differential Full Database full backup does not exist.


Database Incremental Full • Database full backup does not exist.
• Transaction log backup types are not 


supported for simple recovery model 
databases.


• Database is currently in emergency mode.1


File/Filegroup Full Full 
(Database)


Full backup of the entire database does not 
exist.2


File/Filegroup Differential Full 
(Database)


Full backup of the entire database does not 
exist.


File/Filegroup Incremental Full 
(Database)


File or filegroup incremental backups are not 
supported.


1. Refer to the Microsoft SQL Server Books Online for more information.


2. Databases consist of files and groups that contain files. The default configuration is a primary filegroup with 
the main data file. Elaborate database configurations can contain more filegroups; each with more files. If a 
filegroup or file level backup is specified, and a full database backup is not on record, the filegroup or file 
backup is promoted to a database full backup.
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◆ Configuring a label template — Labels identify the kind of data that is stored on the 
volumes in a backup pool. Label templates define a naming convention for labels. 
Create a label template for volumes that are used to contain snapshot metadata.


◆ Configuring a backup pool — Backup data is sorted onto backup media volumes by 
using media pools and volume labels. A media pool is a specific collection of volumes 
to which the NetWorker server writes data. The server uses media pools to sort and 
store data. A volume is identified with a unique label based on configurable label 
templates. 


Media pools act as filters that tell the server which backup volumes should receive 
specific data. The NetWorker server uses media pools in conjunction with label 
templates (if the Match Bar Code Labels attribute is not used for the library resource) 
to keep track of what data is on which specific volume. Using label templates provides 
more information on label templates.


◆ Labeling the device — Before a device can be used for snapshot backups, it must be 
labeled by using the snapshot pool that you created in the previous step.


The NetWorker Administration Guide provides details.


Configure a backup schedule


Backup schedules determine the days on which full backups are run. Full backups include 
all of the data specified in an NMM client resource save set.


Schedules enable you to specify the day of the week or month that the backup occurs, as 
well as the level of backup (full, incremental, synthetic full or level 1-9). For probe-based 
backups the probe interval and backup window are used to schedule group probes with 
clients, and clients with groups. The execution of the probes determines if the backup of 
the group will proceed.


The NetWorker Administration Guide provides more information.


To create a schedule for backups:


1. In the Administration page of the NetWorker Management Console, click 
Configuration.


2. In the expanded left pane, select Schedules.


3. From the File menu, select New.


4. In the Name attribute, type a name for the schedule.


Configure a NetWorker backup group


Backup groups enable you to balance backup loads to reduce the impact on your storage 
and network resources. To associate a backup group with a pool resource created in “ Set 
up a pool to sort backup data” on page 58, go back to the pool resource, right-click and 
select Properties. Now select the newly created group listed under Basic > Data Source > 
Groups. Use a backup group to assign the following attributes to a set of client resources:


◆ Backup start times


◆ Backup pools
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◆ Schedules


◆ Snapshot policy


Review the following information when creating a group resource:


◆ Do not create multiple instances of the same client in one backup group when 
configuring a backup. Two backups on one client in parallel cannot be performed.


◆ When creating a backup group, it is important to keep in mind the NMM and group 
resources impact on browse and retention policies. For example, if client resource A 
has save set X, and client A belongs to two groups: group_1 for full backup and 
group_2 for incremental backup, the full backup of save set X expires before the 
incremental backup of save set X. This is because the client resource client A and save 
set belong two different groups. You are recommended to create only one group 
resource for one client resource even when both full and incremental level backups 
are performed.


The NetWorker Administration Guide provides more information.


To create a group:


1. In the Administration page of the NetWorker Management Console, click 
Configuration.


2. In the expanded left pane, select Groups.


3. From the File menu, select New.


4. In the Name attribute, type a name for the group.


5. In the Comment attribute, type a description of the group.


6. For the Start Time attribute, type the time when you want the first VDI backup to begin.


7. For the Autostart attribute, select Enabled.


8. For SQL Server VDI based backups, leave the Snapshot attribute clear.


9. Do not select any value in the Snapshot Policy attribute or a Snapshot Pool attribute.


10. Go to Media-Media Pools and double-click on the media pool previously created. 
Then, in the Groups field, select the newly created group.


11. Click OK to create the backup group. 


Configure a client resource


Each SQL Server host to be backed up must be configured as a NetWorker client resource 
in the NetWorker Management Console. In addition, multiple SQL Server databases that 
exist on the same SQL Server host can be configured as separate NetWorker client 
resources.


To create a client resource, you can use either of the following methods from the 
NetWorker Management Console:


◆ “By using the Client Configuration Wizard” on page 61


◆ “By using the NetWorker Administrator program” on page 67
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For SQL Server 2012, for SQL VDI backups to be successful ensure the following:
— the SQL Server 2012 service runs as a domain account.
— nsrexecd service runs as system account.


By default, the system account which is the service account of the nsrexecd service does 
not have the sysadmin role for the SQL server. When configuring the client resource, you 
must set the username and password of a Windows account with the sysadmin role on the 
SQL server and Administrator on the client.


By using the Client Configuration Wizard
To use the Client Configuration Wizard option from the NetWorker Management Console, 
you must install:


◆ NetWorker server 8.1 or later


◆ NetWorker Management Console (NMC) server 8.1 or later


◆ NetWorker client 8.1 or later


To configure a client resource using the Client Configuration Wizard:


1. In the Administration window of the NetWorker Management Console, do either of the 
following:


• Click Configuration > Configuration > New Client Wizard.


• Right-click the client and from the menu that appears, click Client Backup 
Configuration > New Client Wizard.


2. In the Specify the Client Name and Type page that appears:


a. Type the fully qualified domain name (FQDN) of the NetWorker client computer in 
the Client name field. 


b. Select the Traditional NetWorker Client option. 


c. Click Next.


The wizard automatically detects the applications that are installed on the client 
specified Specify the Client Name and Type page and displays the list from which you 
can select the backup type. Because a supported SQL Server version is installed, the 
backup option SQL Server appears in Select the Backup Configuration Type page.


3. In the Select the Backup Configuration Type page:


a. The client operating system and the NetWorker version being used in the 
configuration setup are automatically displayed in the Client Operating System 
field and NetWorker Version field respectively.


b. Select the SQL Server option.


c. Click Next.


The Specify the Client Backup Options page appears. This page displays the SQL 
Server version and the list of all the available components.
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4. In the Specify the Client Backup Options page: 


a. The Client Direct option is selected by default. The Client Direct support provided 
by NetWorker 8.1 is available in NMM. The NetWorker Module for Microsoft Release 
3.0 Administration Guide and NetWorker Release 8.1 Administration Guide provide 
details about this feature.


b. Leave the Target Pool field blank so that no client is associated to any pool.


c. Select one of the following options under Deduplication:


– None — If you have not set up data deduplication.


– Data Domain backup — If you are using a Data Domain device for data 
deduplication. 


– Avamar deduplication backup — If you are using Avamar device for data 
deduplication. After selecting this option, choose the Avamar node from the 
available list.


d. Click Next.


The Select the Backup Objects page appears, containing a list of all instances and 
their components.


5. In the Select the Backup Objects page, select the SQL Server instance at root level or 
individual databases for backup. Figure 8 on page 63 shows the Select the Backup 
Objects page for all other SQL Server backups.


Ensure not to select databases from two separate instances for backup. All databases 
that are selected must be from the same instance. Also, databases that are in offline, 
restoring, or loading state are unavailable for selection.


Click Next.
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Figure 8  Select the Backup Objects page (default page) for non-federated backup


The page that is displayed next depends on your application setup:


• If a client resource is being configured for SQL virtual server or SQL Server 2012 
backups, the Client Configuration Wizard displays the Specify the Virtual Server 
Credentials page. Continue with step 6 .


• If a client resource is being configured for other SQL Server version backups, the 
Client Configuration Wizard displays the Specify the Backup Options. Continue 
with step 7 .


6. For SQL virtual server or SQL Server 2012 backups, in the Specify the Virtual Server 
Credentials page:


a. Enter the Remote user name and Password.


b. Click Next.


The Specify the Virtual Server Credentials page is not displayed when other SQL 
Server versions are used. 


IMPORTANT


Before performing this step, ensure that for Windows Server 2008 R2 the User 
Account Control is disabled for administrators. Chapter 1, “Introduction” and 
esg114125 on the EMC Online Support (http://support.emc.com) provide details.
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7. In the Specify the Backup Options page, as shown in Figure 9 on page 64, select the 
required options and click Next.


Figure 9  Specify the Backup Options page


The options are:


a. Under Compression/Encryption Options > NetWorker compression or 256-bit AES 
software encryption — Select if using 256-bit AES software encryption.


b. SQL Compression Option — Select if using SQL server 2008 and later versions.


c. Checksum Option — Select if using SQL server 2005 supported versions.


d. Do not Truncate Log — Select when backing up transaction logs for SQL server 
2005.


e. Skip simple recovery model databases during incremental backup — Select when 
performing instance level backup. If this option is not selected when performing 
database level backup, the database is not skipped and the simple recovery model 
database is promoted to full backup.


The simple database is skipped when the NSR_SKIP_SIMPLE_DB environmental 
variable is set to TRUE in client application information. Otherwise, the incremental 
backup request is promoted to full.


f. Specify the number of stripes to back up the specified data items — Select when 
using stripes during backup.


The Select the NetWorker Client Properties page appears.
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8. In the Select the NetWorker Client Properties page:


a. Select the browse policy, retention policy, and backup schedule for the backup. 


b. Type a comment for the client in the Client Comment field.


c. Leave the Remote Access field blank.


d. Click Next.


The Specify the NetWorker Backup Group page appears.


9. In the Specify the NetWorker Backup Group page, you can select either of the following 
options and click Next:


• Add to existing group — Select a group from the existing list. Only groups without 
snapshot policies are available for selection.


• Create a new group — To create a new group, select this option:


– Type the a group name.


– Select the client retries.


– Choose the schedule backup time in the Schedule Backup Start Time. 


– Select the Automatically start backup at the scheduled time to start the backup 
automatically at the designated time.


If a storage node is being used in your configuration setup, the Specify the Storage 
Node Options page appears.


Note: Ensure that the newly created group is associated with a backup pool (and 
associated backup device) of your choice. 


To associate a backup group with a pool resource, go back to the pool resource, 
right-click and select Properties. Now select the newly created group listed under 
Basic > Data Source > Groups. This step can be performed only after exiting the 
Client Configuration Wizard. 


10. In the Specify the Storage Node Options page, under Backup Storage Nodes, select 
either of the following options and click Next:


• Backup to the NetWorker server only — When a NetWorker storage node is not 
being used.


• Backup to the following storage nodes — To select the NetWorker storage node 
name and other details.


The Backup Configuration Summary page appears.
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11. Check the details in the Backup Configuration Summary page, and select Back revisit 
the previous pages, or select Create to configure the client resources. Figure 10 on 
page 66 provides a sample Backup Configuration Summary page.


Figure 10  Backup Configuration Summary page 


The Client Configuration Results page appears with details about the client resources 
that have been created for a required SQL Server.


12. Click Finish.


13. To verify the details for the client, select the client, right-click and view the Client 
Properties page in the NetWorker Management Console.


To make changes to the configuration that was created earlier, right-click on that client 
resource and select Client Backup Configuration > Modify.
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By using the NetWorker Administrator program
To create a SQL VDI client resource:


1. In the Administration page of the NetWorker Management Console, click 
Configuration.


2. In the expanded left pane, select Clients.


3. From the File menu, select New.


4. In the General tab, complete the following attributes:


a. In the Name attribute, type the fully qualified domain name (FQDN) of the SQL 
Server’s hostname. If you create multiple client resources for the same SQL Server, 
use the same name for each.


b. In the Comment attribute, type a description.


If you are creating multiple client resources for the same NetWorker client host 
computer, use this attribute to differentiate the purpose of each resource.


c. From the Browse Policy attribute, select a browse policy from the list. 


The browse policy determines the time period during which the rolled-over data is 
available for quick access.


d. For the Retention Policy attribute, select a retention policy from the list. 


The retention policy determines the time period during which the rolled-over data 
is available, although not necessarily quickly.


e. Select the Scheduled Backups attribute.


f. In the Save Set attribute, specify the components to be backed up. Table 21 on 
page 67 provides the list.


Note: The All save set appears in the Save Set attribute field by default. Delete the All 
save set.


g. For the Group attribute, select the backup group to which this client resource will 
be added.


If client resources for the same NMM host are added to different backup groups, 
ensure that the Start Time attribute for each backup group is spaced such that the 
backups for the host’s client resources do not overlap.


h. For the Schedule attribute, select a backup schedule.


Table 21  SQL VDI save set syntax


Type of data to back up on standalone hosts Save set syntax


Entering only MSSQL: yields a backup of all databases 
on the SQL Server host or SQL default instance.


MSSQL:


Specifying the database names along with MSSQL: 
yields a backup of the specified databases from SQL 
default instance.


MSSQL:dbName1 [MSSQL:dbName2 
MSSQL:dbName3 ...]
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5. Click the Apps & Modules tab, as shown in Figure 11 on page 68:


Figure 11  Apps & Modules tab


a. In the Remote user and Password fields respectively:


a. For SQL Server 2012, type the remote user name and password. 


Note: In the Remote User attribute, to enable NMM to back up the SQL Server 
virtual server and/or a mirrored server, enter the username for a Windows user 
account that has SQL Server administrator privileges. 


b. For other SQL Server versions, leave the fields empty.


b. In the Backup command attribute, type the backup command nsrsqlsv command 
and any necessary command options.


Chapter 8, “Command Line Interface,” provides information about nsrsqlsv 
options.


c. For Application Information attribute, type the required value. 


The simple database is skipped when the NSR_SKIP_SIMPLE_DB environmental 
variable is set to TRUE on the client to skip the backup for simple databases. 
Otherwise, the incremental backup request is promoted to full.


d. Under Deduplication, select either of the following:


– Data Domain backup — For data deduplication by using a Data Domain device.


– Avamar deduplication backup — For data deduplication by using a Avamar 
device.


– Avamar deduplication node — Select the Avamar deduplication node from the 
choices provided, if you are using Avamar for deduplication. The Avamar node 
is previously configured and appears in the choices.


Ensure that the Avamar deduplication backup option is selected in the 
NetWorker client resource for successful Avamar deduplication backups.
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6. Click the Globals (1 of 2) tab:


a. Click OK. The alias names are listed automatically in the Aliases attribute. 


b. Complete other attributes, as required.


7. In the Globals (2 of 2) tab, the Remote Access attribute, enter the user IDs or 
hostnames of other clients for the Remote Access attribute. 


This:


• Grants the other clients permission for copy restore.


• Allows the named hosts access to the NetWorker server and receive directed 
recover data. 


If this attribute is left empty, only administrators and users logged on to the SQL 
Server host have access.


For mirroring, this should be the same user account and password that were used to 
set up the mirroring relationship. If multiple accounts have been set up, only one 
needs to be specified. According to Microsoft SQL documentation, a domain account 
must be used to set up the mirroring relationship. 


8. Click OK.
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Federated Backup


This chapter includes the following topics:


◆ Overview.................................................................................................................  72
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Overview


IMPORTANT


Federated backups are only available for SQL Server 2012.


By using the AlwaysOn Availability Group feature of SQL Server 2012, users can keep their 
databases under an Availability Group (AG) for the high availability. The SQL Server 2012 
uses Windows Failover Cluster to provide the high availability. Additionally, the database 
administrator can set the backup priority for the AG or a database in the AG and nominate 
a particular replica for the backup. This improves backup performance.


NMM provides support for federated backups, during which NMM detects the SQL Server 
preferred backup setting for the AG and performs the backup at the preferred node.


The user can decide whether to perform scheduled backup or federated backup by 
providing the appropriate save set when creating the client resource for the backup. 


Backup settings


The SQL Server backup preference for the Availability Group can be configured by using 
the SQL Server Management Studio or using Transact-SQL. 


Microsoft SQL Server 2012 provides the following settings options that determine where 
the backups are run for the given AG replica:


◆ AUTOMATED_BACKUP_PREFERENCE — Specify any one of the following:


• PRIMARY — Specifies that the backups should always occur on the primary replica. 
This option is useful if you need backup features, such as creating differential 
backups that are not supported when backup is run on a secondary replica.


• SECONDARY_ONLY — Specifies that backups should never be performed on the 
primary replica. If the primary replica is the only replica online, the backup should 
not occur. 


• SECONDARY (Prefer Secondary) — Specifies that backups should occur on a 
secondary replica except when the primary replica is the only replica online. In that 
case, the backup should occur on the primary replica. This is the default option.


• NONE (Any replica) — Specifies that you prefer that backup jobs ignore the role of 
the availability replicas when choosing the replica to perform backups. Note 
backup jobs might evaluate other factors such as backup priority of each 
availability replica in combination with its operational state and connected state.


◆ BACKUP_PRIORITY =n — Specifies your priority for performing backups on this replica 
relative to the other replicas in the same availability group. The value is an integer in 
the range of 0...100. These values have the following meanings: 1...100 indicate that 
the availability replica could be chosen for performing backups.1 indicates the lowest 
priority, and 100 indicate the highest priority. If BACKUP_PRIORITY = 1, the availability 
replica would be chosen for performing backups only if no higher priority availability 
replicas are currently available. 0 indicates that this availability replica will never be 
chosen for performing backups. This is useful, for example, for a remote availability 
replica to which you never want backups to fail over.
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Follow the procedures provided in the article “Configure Backup on Availability Replicas 
(SQL Server)” on the Microsoft MSDN website 
http://msdn.microsoft.com/en-us/library/hh710053.aspx to decide which replica the 
backups will be run on.


Backup fails if the secondary copy has Readable Secondary attribute set to NO for SQL 
Server VDI federated backups. All the primary and secondary replicas participating in the 
Availability Group must have Readable Secondary attribute set to Yes. Under Availability 
Group properties > General tab, set the Readable Secondary attribute set to Yes. 


This is required for SQL Server VDI to run the Copy Only full backups from the secondary 
replica and full backups from the primary replica.


Performing federated backups
To perform federated backups using NMM, you must create a client resource for the 
Windows cluster name from which backup is performed, and dummy client resources for 
the other participating nodes in the cluster.


To create a client resource, you can use either of the following methods from the 
NetWorker Management Console:


◆ “By using the Client Configuration Wizard” on page 73


◆ “By using the NetWorker Management Console” on page 79


By using the Client Configuration Wizard


To use the Client Configuration Wizard option from the NetWorker Management Console, 
you must installed:


◆ NetWorker server 8.1 or later


◆ NetWorker Management Console (NMC) server 8.1 or later


◆ NetWorker client 8.1 or later


The Client Configuration Wizard simplifies the configuration of client resources for 
scheduled backup for SQL Server 2012 backups in a Windows cluster environment. This 
wizard guides you through the creation of a client resource, save group, and snapshot 
policy. The Client Configuration Wizard creates dummy client resources for participating 
cluster nodes.


To use the Client Configuration Wizard in a federated environment, ensure that the active 
node of the Windows cluster contains a SQL Server 2012 instance.
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To configure a client resource using the Client Configuration Wizard:


1. In the Administration window of the NetWorker Management Console, do either of the 
following:


• Click Configuration > Client Backup Configuration > New.


• Right-click the client and from the menu that appears, click Client Backup 
Configuration > New.


2. In the Specify the Client Name and Type page that appears:


a. For SQL Server 2012 federated backups, type the Windows cluster name in the 
Client name field.


b. Select the Traditional NetWorker Client option.


c. Click Next.


The wizard automatically detects the applications that are installed on the client 
specified Specify the Client Name and Type page and displays the list from which you 
can select the backup type. Because a supported SQL Server version is installed, the 
backup option SQL Server appears in Select the Backup Configuration Type page.


3. In the Select the Backup Configuration Type page:


a. The client operating system and the NetWorker version being used in the 
configuration setup are automatically displayed in the Client Operating System 
field and NetWorker Version field respectively.


b. Select the SQL Server option.


c. Click Next.


The Select the Client Backup Options page appears. This page displays the SQL Server 
version and the list of all the available components.


4. In the Specify the Client Backup Options page: 


a. The Client Direct option is selected by default. The Client Direct support provided 
by NetWorker 8.1 is available in NMM. The NetWorker Module for Microsoft Release 
3.0 Administration Guide and NetWorker Release 8.1 Administration Guide provide 
details about this feature.


b. Select a NetWorker volume pool or another target pool of your choice. If the Target 
Pool field is left blank, the client is not associated to any pool.


c. Select one of the following options:


– None — If you have not set up data deduplication.


– Data Domain backup — If you are using a Data Domain device for data 
deduplication. 


– Avamar deduplication backup — If you are using Avamar device for data 
deduplication. After selecting this option, choose the Avamar node from the 
available list.


d. Click Next.


The Select the Backup Objects page appears, containing a list of all instances and 
their components.

74 EMC NetWorker Module for Microsoft for SQL VDI Release 3.0 User Guide







Federated Backup

5. In the Select the Backup Objects page, for SQL Server 2012 federated backup, by 
default the entire cluster is selected for backup, as shown in Figure 12 on page 75. 
You can either:


• Clear the selection at the instance level and just select the individual databases 
that you would like to back up. If there are duplicate databases, ensure to select 
only one database for each AG even if it belongs to a different instance. Otherwise, 
an error message appears. For example, select one DB007 option and one DB008 
option even if multiple nodes are present under AG004. Click Next.


• Click Next to continue to the next page of the wizard. Client resources for the entire 
cluster are created.


Figure 12  Select the Backup Objects page (default page) for federated backup


The page that is displayed next depends on your application setup:


• If a client resource is being configured for SQL virtual server or SQL Server 2012 
backups, the Client Configuration Wizard displays the Specify the Virtual Server 
Credentials page. Continue with step 6 .


• If a client resource is being configured for other SQL Server version backups, the 
Client Configuration Wizard displays the Specify the Backup Options. Continue 
with step 7 .
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6. For SQL virtual server or SQL Server 2012, in the Specify the Virtual Server Credentials 
page:


a. Type the Remote user name and Password. 


b. Click Next.


The wizard identifies the participating nodes in the cluster and automatically creates 
client resources for all. 


Note: The backup command nsrsqlsv.exe runs on the remote host with the security 
context of the given user name. If these details are not provided or are incorrect, the 
backup fails.


7. In the Specify the Backup Options page, as shown in Figure 13 on page 76, select the 
required options and click Next.


Figure 13  Specify the Backup Options page


The options are:


a. Under Compression/Encryption Options > NetWorker compression or 256-bit AES 
software encryption — Select if using 256-bit AES software encryption.


b. SQL Compression Option — Select if using SQL server 2008 and later versions.


c. Checksum Option — Do not select for SQL Server 2012.
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d. Do not Truncate Log — Do not select for SQL Server 2012.


e. Skip simple recovery model databases during incremental backup — Select when 
performing instance level backup. If this option is not selected when performing 
database level backup, the database is not skipped and the simple recovery model 
database is promoted to full backup.


The simple database is skipped when the NSR_SKIP_SIMPLE_DB environmental 
variable is set to TRUE in client application information. Otherwise, the incremental 
backup request is promoted to full.


f. Specify the number of stripes to back up the specified data items — Select when 
using stripes during backup.


The Select the NetWorker Client Properties page appears.


8. In the Select the NetWorker Client Properties page:


a. Select the browse policy, retention policy, and backup schedule for the backup. 


b. Type a comment for the client in the Client Comment field.


c. Leave the Remote Access field blank.


d. Click Next.


The Specify the NetWorker Backup Group page appears.


9. In the Specify the NetWorker Backup Group page, you can select either of the following 
options and click Next:


• Add to existing group — Select a group from the existing list. Only groups without 
snapshot policies are available for selection.


• Create a new group — To create a new group, select this option:


– Type a group name.


– Select the client retries.


– Choose the schedule backup time in the Schedule Backup Start Time option. 


– Select the Automatically start backup at the scheduled time option to start the 
backup automatically at the designated time.


If a storage node is being used in your configuration setup, the Specify the Storage 
Node Options page appears.


Note: To associate a backup group with a pool resource:
— Go to the pool resource.
— Right-click and select Properties. 
— Now select the newly created group listed under Basic > Data Source > Groups.


10. In the Specify the Storage Node Options page, under Backup Storage Nodes, select 
either of the following options and click Next:


• Backup to the NetWorker server only — When a NetWorker storage node is not 
being used.
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• Backup to the following storage nodes — To select the NetWorker storage node 
name and other details.


The Backup Configuration Summary page appears.


11. Check the details in the Backup Configuration Summary page, and select Back revisit 
the previous pages, or select Create to configure the client resources. Figure 14 on 
page 78 provides a sample Backup Configuration Summary page.


Figure 14  Backup Configuration Summary page 


The Client Configuration Results page appears with details about the client resources 
that have been created for a required SQL Server.


12. Click Finish.


13. To verify the details for the client, select the client, right-click and view the Client 
Properties page in the NetWorker Management Console.


To make changes to the configuration that was created earlier, right-click on that client 
resource and select Client Backup Configuration > Modify.
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By using the NetWorker Management Console


When creating client resources manually, ensure that a client resource is created for 
Windows cluster name, and dummy client resources for the other participating nodes in 
the cluster. Do not assign a group for the dummy clients. Not creating dummy clients will 
cause the backup to fail.


In the procedure provided in this section for creating a client resource, the AG name is 
AG1. AG1 is created out of the default instance using Windows Cluster named 
MSCSALWAYSON.nmmdev.com. The cluster nodes for AG1 are named MW2K8X64SQL1 
and MW2K8X64SQL2.


To create a SQL VDI client resource:


1. In the Administration page of the NetWorker Management Console, click 
Configuration.


2. In the expanded left pane, select Clients.


3. From the File menu, select New.


4. Click the General tab:


a. In the Name attribute, the SQL Server cluster name appears. 


b. In the Comment attribute, type a description.


If you are creating multiple client resources for the same NetWorker client host 
computer, use this attribute to differentiate the purpose of each resource.


c. From the Browse Policy attribute, select a browse policy from the list. 


The browse policy determines the time period during which the rolled-over data is 
available for quick access.


d. For the Retention Policy attribute, select a retention policy from the list. 


The retention policy determines the time period during which the rolled-over data 
is available, although not necessarily quickly.


e. Select the Scheduled Backups attribute.


f. In the Save Set attribute, specify the components to be backed up. Table 22 on 
page 79 provides the list. 


Table 22  SQL VDI save set syntax


Type of data to back up Save set syntax


AlwaysOn Group referring SQL default 
instance


MSSQL#AG1


AlwaysOn Group referring SQL default 
instance


MSSQL#AG1:Database1


AlwaysOn Group referring SQL named 
instance


MSSQL$NamedInstance#AG2


AlwaysOn Group referring SQL named 
instance


MSSQL$NamedInstance#AG2:Database2
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g. For the Group attribute, select the backup group to which this client resource will 
be added.


If client resources for the same NMM host are added to different backup groups, 
ensure that the Start Time attribute for each backup group is spaced such that the 
backups for the host’s client resources do not overlap.


h. For the Schedule attribute, select a backup schedule.


5. Click the Apps & Modules tab, as shown in Figure 15 on page 80.


Figure 15  Apps & Modules tab


6. Type the remote user name and password in the Remote user and Password fields 
respectively. 


7. In the Backup command attribute, type the following command:


nsrsqlsv.exe -c <server name>


8. For Application Information attribute, type the required value. 


The simple database is skipped when the NSR_SKIP_SIMPLE_DB environmental 
variable is set to TRUE on the client to skip the backup for simple databases. 
Otherwise, the incremental backup request is promoted to full.


9. Under Deduplication, select either of the following:


• Data Domain backup — For data deduplication by using a Data Domain device.


• Avamar deduplication backup — For data deduplication by using a Avamar device.


• Avamar deduplication node — Select the Avamar deduplication node from the 
choices provided, if you are using Avamar for deduplication. The Avamar node is 
previously configured and appears in the choices.


Ensure that the Avamar deduplication backup option is selected in the NetWorker 
client resource for successful Avamar deduplication backups.


10. In the Proxy backup option, select None if not using a proxy host.
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11. Click the Globals (1 of 2) tab, as shown in Figure 16 on page 81.


Figure 16  Globals (1 of 2)


12. In the Remote Access attribute, enter the user IDs or hostnames of other clients for the 
Remote Access attribute. This grants copy restore type permission to the hosts, which 
enables the named hosts to access the NetWorker server and receive directed recover 
data. If this attribute is left empty, only administrators and users logged on to the SQL 
Server host have access.


13. In the Aliases attribute, type all known aliases for the SQL Server host in the Aliases 
attribute on the Preference tab, as in the following example:


mars
mars.emc.com


Include both the DNS short name and long name for the SQL Server host. 


14. Click OK.


15. Run the backup from the save group.
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Prerequisites
The Restore window displays the database objects available for restoring. Based on the 
restore type selected, restore windows restrict the marking of database objects:


◆ For normal restore type, the marking of database objects is not restricted for restore. 


◆ For copy restore type, only database objects can be marked for restore. 


To restore SQL Server data, use the NetWorker User for SQL Server program or the nsrsqlrc 
command. You cannot restore SQL Server data by using the NetWorker Management 
Console, or restore data that was backed up by third-party vendors.


To rebuild system databases for SQL Servers by using the Command Prompt, refer to the 
information provided at the following link: 
http://msdn.microsoft.com/en-us/library/ms144259(v=sql.100).aspx


Read the SQL Server product documentation to understand the limitations associated 
with recover types on the various SQL Server versions.


Before starting a restore, complete the following prerequisites:


◆ Ensure that the NetWorker server software is running on the appropriate host and the 
NetWorker Remote Exec Service is started on the SQL Server host. 


◆ Restoring the SQL master database requires a restart of the SQL instance in single user 
mode followed by logging on to that instance. Single user mode only allows one 
administrator to log on. Ensure that no other applications or services are waiting for or 
attempting to log on to the SQL instance. 


◆ If a backup of a database is in progress, wait for it to finish. SQL Server will not restore 
a database while another database backup is in progress. 


◆ If a SQL Server startup is in progress, wait for it to finish before starting a restore 
operation. 


◆ Review the ERRORLOG file to determine if a database is currently being recovered or 
search the ERRORLOG file for the “Recovery complete” string. 


If the nsrsqlrc program is started while the SQL Server is recovering databases, the 
following error message appears:


Could not find database ID. Database may not be activated yet or may 


be in transition.


◆ Ensure that all database users are logged off the database. A restore fails if other 
users try to use the database during the restore operation.


For the supported SQL Server versions, if the primary filegroup is not under restore, 
then the online (piecemeal) restore functionality allows user access to a database 
while backup or restore is in progress.


◆ Restoring filestream data of SQL Server 2008 or later, requires that the SQL Server 
filestream feature be enabled on the recovery instance.
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Piecemeal restore prerequisites
SQL Server Enterprise Edition databases consisting of multiple filegroups can be restored 
in stages with piecemeal restore.


With piecemeal restore, the primary filegroup must be part of each piecemeal restore. The 
database remains offline during the restore process. 


Piecemeal restore is a multistage process that restores a database to itself or to another 
location. The initial stage must include the primary filegroup and optionally other 
filegroups. Once the primary filegroup is restored, you can bring the database online and 
continue restoring the remaining filegroups in subsequent stages.


Performing a recovery
To recover SQL Server data from a backup, perform the following tasks:


◆ “Set up the restore” on page 86


◆ “Specify the browse time” on page 102


◆ “View the required volumes” on page 104


◆ “Set the restore properties” on page 104


◆ “Start the recovery” on page 117


The SQL Server databases must be restored in the correct order. Chapter 8, “Command 
Line Interface,” provides examples.


The amount of time that it takes to restore a database depends on the following variables:


◆ The amount of data


◆ Network traffic


◆ Server load


◆ Backup volume availability


◆ Tape positioning 


If the backup volume with the databases is loaded at a storage node (backup device) local 
to the NetWorker server, the restore proceeds. If the restore does not begin, it is possible 
that either the wrong volume or no volume is mounted in the backup device.


When restoring an incompatible database by using the name of an existing database, or 
when restoring from a media failure where one or more database files were lost, the 
Overwrite the Existing Database attribute must be selected under the Files tab. Figure 20 
on page 89 provides details.


After the restore is finished, the restore completion time appears in the Restore Status 
window.
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Set up the restore


To set up the restore:


1. Start the NetWorker User for SQL Server program. 


If multiple SQL Server instances are active on the computer, the Select SQL Instance 
dialog box opens before the main window. 


2. Select the SQL Server host that NMM should use to perform the restore operation, and 
then click OK. 


3. To select a NetWorker server other than the default server:


a. Click the Select NetWorker Server button on the toolbar. The Change Server dialog 
box opens.


b. Select a NetWorker server from the list, and then click OK.


4. In the main window of the NetWorker User for SQL Server interface, click the Restore 
button on the toolbar.


The Restore Operation dialog box appears.


You can also select Restore from the Operation menu, and then select Normal or Copy 
(if running SQL Server Enterprise Edition).


5. Follow the procedures provided in:


• “Configuring a normal recovery” on page 86


• “Configuring a copy recovery” on page 96


• “Configuring a named instance recovery” on page 99


• “Configuring a verify-only restore” on page 100


• “Configuring a piecemeal restore” on page 100


Configuring a normal recovery


To configure a normal recovery:


1. Select the Normal recovery type from the Restore Operation dialog box and click 
Continue. 


The Restore window lists the databases that can be restored, as in Figure 17 on 
page 86.


Figure 17  Normal Restore window
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2. Select one or more databases to recover.


3. Right-click each marked database and select Properties to configure additional 
settings. 


The Properties dialog box opens, as in Figure 18 on page 87.


Figure 18  Properties dialog box


Options and actions that are available are dependent upon the version of SQL Server 
that is to be restored and the type of recovery selected.


4. Specify the following in the General tab:


• Back up the active portion of the transaction log before restoring the database — 
This option backs up the active portion of the transaction log before performing 
the recovery. 


This option is selected by default for a Normal restore, and NMM attempts the 
transaction log backup by using the NO_TRUNCATE and NORECOVERY SQL 
keywords. The recovery operation proceeds regardless of whether the transaction 
log backup succeeds or fails. 


There is no log backup in Simple mode. If the option to back up the log is selected, 
a full backup of the log is performed on a database that is set to be recovered.
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The most common reason for recovering databases is to restore from operator 
errors, which are recorded in the transaction log. If you recover the database 
without applying the transaction log you lose the information since the last 
backup. If you apply the entire transaction log you re-corrupt the database. 
Point-in-time recovery data can be recovered to the time of the error minus 
approximately one second. This assumes that the database is functional enough 
to complete the final transaction log backup. If the Specify a Restore Time box 
under the Restore Time tab is checked, the backup proceeds, but the latest 
transactions captured in the active transaction log backup are not restored.


• Perform the restore using this recovery mode — Select the mode for recovery:


– Normal mode — Instructs SQL Server to leave the database in operational state 
after the restore. This is the default mode.


– No Recovery mode — Activates the SQL Server NORECOVERY database restore 
option for the last stage restored. This mode places the database in a state that 
cannot be loaded after the restore. However, the database can still process 
additional transaction log restore operations.


– Standby mode — Specifies an undo file for SQL Server to use when rolling back 
the transactions. By default, this attribute displays a default filename and path:


%DriveLetter:\default_path\default_dbName undo.ldf


where:


default_path is the default SQL Server backup path obtained from the SQL 
Server registry. 


default_dbName is the name of the database backup selected for the restore.


To specify another name and path for this file, enter a valid name and path, or click 
the ellipses button.


The Specify the Standby Undo File dialog box opens, as in Figure 19 on page 88.


Figure 19  Standby Undo File dialog box
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In the Specify the Standby Undo File dialog box, specify the following 
attributes:


Enter a path in the File Location text box, or browse the file system tree and 
highlight a file.


Enter the filename in the File Name text box, or browse the file system tree and 
highlight an existing file.


• Perform checksum before reading from media — This option (in the Properties 
dialog box) performs a checksum operation before a restore to ensure that it 
matches the backup. 


The NMM verifies the checksum by calculating a local result and comparing it with 
the stored value. If the values do not match, you can choose to continue the 
restore operation by selecting the Continue on checksum error option.


5. Select the Files tab, as in Figure 20 on page 89. 


Figure 20  Properties dialog box


Configure the following settings:


• Database to restore — Displays the database selected for the restore. This attribute 
cannot be modified. 


• Name for restored database — Specifies the name for the restored database. For a 
normal restore, this text box displays the name of the database selected for 
backup and cannot be modified.


• Overwrite the existing database — Instructs SQL Server to create the specified 
database and its related files, even if another database already exists with the 
same name. In such a case, the existing database is deleted.
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This attribute includes the WITH REPLACE SQL keyword in the restore sequence. 
The WITH REPLACE keyword restores files over existing files of the same name and 
location. Microsoft SQL Server Books Online provides more information.


• Mark the filegroups to restore — Defines the files and filegroups to restore. If 
performing a normal, copy, or verify restore, the filegroups of the database 
selected cannot be changed.


The set of filegroups marked in this attribute is copied into the list of the Modify 
the destination for the files in attribute.


• Modify the destination for the files in — Displays a set of views for the database 
files to be restored, and enables filtering of files that are visible in the File and 
destination table. Table 23 on page 90 identifies the supported views:


• File and destination table — Lists the SQL Server logical filenames and locations. 
The files listed in this table are associated to the marked database to be restored. 
When performing a normal restore, this table displays the current name and 
destination based on the SQL Server physical filename and logical location for the 
restored file.


Filestream data is displayed as a folder with no subordinate objects.


Table 23  Views displayed by the Modify the destination for the files in attribute


This view Displays


All files All of the files for the database, including transaction log files.


All log files Only the transaction log files.


All data files Only data files.


Filegroup name Only data files for a specific filegroup.


Drive letter All files located on a given drive at the time the backup occurred, even if 
those files have since been relocated to a different drive.
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To modify the destination, perform one of the following:


– Double-click a file in the list to display the Specify the file destination dialog 
box.


– Click a file in the list, and then click Destination to display the Specify the file 
destination dialog box, as shown in Figure 21 on page 91.


Figure 21  Specify the File Destination dialog box


Configure the attributes listed in Table 24 on page 91.


6. Click OK to return to the Files tab.


Table 24  List of attributes that can be configured


This view Displays


Source file name The file currently selected in the File and Destination lists. This text cannot be modified. When multiple files 
are selected, this text box is empty.


Source location The location and the file selected in the File and destination list. This information cannot be modified. When 
multiple files are selected, the location of the first selected file in the list is displayed.


Destination 
location 


The file system location for the restored file. When multiple files are selected, the default SQL data path is 
opened, but not selected.
Enter a pathname, or browse the file system tree and highlight a directory or file to change the location.


Destination file 
name


The name of the file currently selected in the File and Destination table. When multiple files are selected, the 
attribute is empty. 
Enter a new name or browse the file system tree and highlight a file to change the name. 
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7. Click the Restore Time tab to configure a restore schedule, as in Figure 22 on page 92.


Figure 22  Properties dialog box, Restore Time tab


This tab enables you to select a backup version and modify the restore date and time. 
The default selection for the restore is listed in the Backup Version table. When a 
point-in-time restore is performed, the restore procedure reinstates only transactions 
from the backup version that occurred before the specified restore date and time.


You can change the backup version or transaction time. 


8. To perform a point-in-time restore, specify the following in the Restore Time tab:


• Select the Specify a Restore Time check box to schedule the restore. 


If the Backup the active portion of the transaction log before restoring the 
database check box on the General tab is selected, and you choose this option but 
do not specify the point-in-time in the transaction log, the latest transactions 
captured in the active transaction log backup are not restored. 


The latest transactions captured in the active transaction log backup will be 
restored to the specified point-in-time only if it was specified in the transaction 
log.


• Specify a time to perform a point-in-time restore.


The restore time indicates what data from the marked backup version is reinstated 
during the restore, and when to stop restoring transactions. This text box can be 
modified by clicking the Point-in-Time button.

92 EMC NetWorker Module for Microsoft for SQL VDI Release 3.0 User Guide







Data Recovery

• When the incremental backup, or the latest backup (regardless of whether it is full, 
level incremental or level differential) is marked in the Backup Versions table, the 
Point-in-time button is enabled for setting the time for a point-in-time backup. If a 
full or differential backup is marked but is not the latest backup, this button 
displays an error message.


• The Specify a Time text box displays the date and time for the backup that is 
currently marked. Only one backup version can be selected and marked. 


• Perform the restore by using a named log mark. This attribute is only enabled when 
log marks exist for the selected database backup. When this attribute is selected, 
the Restore to the End of the Log Mark and the Restore to the Beginning of the Log 
Mark buttons are enabled. 


Specify the type of named log mark to restore by selecting one of the following:


– To restore the backup and stop immediately after the named log mark, select 
Restore to the End of the Log Mark. This type of restore includes the named 
transaction in the restore.


– To restore the backup and stop immediately before the named log mark, select 
Restore to the Beginning of the Log Mark. This type of restore excludes the 
named transaction.


• Use the Log Mark table attribute to specify a log mark to use for the restore.


Double-click a log mark or select a log mark in the list and click the Mark button. 


9. When finished, click OK.


There are additional restore options that you can define. 


10. Select Restore Options from the Options menu. 
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The Restore Options dialog box is displayed, as in Figure 23 on page 94.


Figure 23  Restore Options dialog box, General tab


11. From the General tab, configure the following attributes:


• Select the Automatically overwrite any database marked for restore attribute to 
overwrite the marked databases. This restores the database by using the 
WITH_OVERWRITE SQL keyword.


• Select the Detect available tape sessions prior to restoring a striped backup 
attribute to restore SQL data that was originally backed up as a striped backup. If 
this attribute is selected, NMM determines the number of tape sessions needed to 
restore a striped backup.


This attribute is selected by default. It is controlled by the Windows registry entry 
NSR_DETECT_TAPES, which can be modified. Regardless of whether this attribute 
is selected, it retains its setting from one session to the next. 


If you do not have adequate permissions, this check box is disabled. 


• Selecting a debug level issues the command line –D n option, where n is an integer 
value between 1 and 9. When the debug level is selected, the debug information 
appears in the Backup or Restore status window, and also in the log files. This 
information can be useful in diagnosing problems. 
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If you specify debug level logging, watch the size of the NMM log files. The files are 
located at:


installpath\nsr\applogs


where installpath is typically C:\Program Files\EMC NetWorker and can grow very 
large. Log files with debug output can be deleted (or archived).


• The Disable log mark display option disables the potentially time-consuming 
retrieval of log mark information. This option can be selected when log marks will 
not be used for most restore operations, particularly if the client file index is large. 
This setting persists across multiple invocations of the user interface. When log 
mark display is disabled, the log mark in the backup will not be displayed in the 
Restore Time tab.


When this option is selected, the log mark information is not displayed in the 
Restore Time tab of the Restore Properties dialog box. When it is not selected, the 
information is displayed.


• With supported SQL Servers, transaction log backups are required prior to 
restoring databases. This ensures that the database can be restored to the most 
recent point-in-time possible. This option is selected by default.


When the Transaction log backup before restore option is not selected, the Back 
Up the Active Portion of the Transaction Log Before Restoring the Database option 
(selected by default) is enabled in the Properties dialog. Choosing not to back up 
the active portion of the transaction log and not overwriting the existing database 
displays the following shown in Figure 24 on page 95.


Figure 24  Review Options message


You can choose not to back up the transaction log by selecting No for Restore with 
overwrite in the precautionary message box. This will replace the existing database 
by using the T-SQL option WITHREPLACE. This will improve performance in cases 
where the database is too damaged to perform the transaction log backup or it is 
known that the transaction log is not of interest. 


• The Alternate decryption pass phrase option specifies a pass phrase for AES 
encryption other than the default or current phrase used by the NetWorker server. 
If data was backed up using AES encryption and an alternate pass phrase, (and the 
original pass phrase is no longer current), that phrase must be specified to decrypt 
data during the restore. If multiple pass phrases are required, they must be 
specified at the command line. The NetWorker Administration Guide provides 
complete information about AES encryption, and setting the pass phrase.
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12. Click OK.


13. Click the play button in the toolbar of the restore dialog box to start the restore. 
Monitor the status of the restore in the Restore Status window.


Configuring a copy recovery


When performing copy restore to a folder in a new location of databases in an SQL 
instance, where the databases are running without Domain Admin credentials, ensure to 
add “Everyone” in the security settings of the folder, and provide all permissions to the 
folder. This must be done even when the user who is performing the copy restore has 
logged in with Domain Admin credentials.


To configure a copy recovery:


1. Select the Copy recovery type from the Restore Operation dialog box and click 
Continue. 


The Select the SQL Server dialog box is displayed, as in Figure 25 on page 96. 


Figure 25  Select the SQL Server dialog box


2. Specify the NetWorker client from which SQL Server backups are imported for restore 
to the local SQL Server by selecting one of the following attributes:


• The current SQL Server Instance attribute displays the name of the current 
NetWorker client host. Select this attribute to use a database backup from the SQL 
Server currently connected to the NMM client.


• By default, the A [different] NetWorker SQL Server client attribute is disabled and 
the text box displays the name of a NetWorker client host. Select this attribute to 
select a different SQL Server host from which to obtain the existing database 
backup.


In order to select other client machines as the source of a copy restore, the 
destination machine and an appropriate user account or group must be specified 
in the list of NetWorker administrators on the NetWorker server (or remote access). 
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A new dialog box is displayed if the following applies to the selected NetWorker 
client:


– A backup exists.


– A named instance directory in the index.


This dialog box enables the selection of the source from default and named 
instances.


3. Select either the SQL Server default instance or an SQL Server named instance, and 
click Continue. After choosing a SQL instance, all database backups are listed.


A CopyOf prefix is added in front of the database (and database file) names only if a 
database by the same name already exists on the target system. This may not be the 
case for copy restore between systems or between instances of SQL Server (or if the 
original database has been removed). In these cases the default database and 
filenames will be the same as the original names.


If backups for the SQL default or other named instance were not performed, or are no 
longer available, the message shown in Figure 26 on page 97 appears.


Figure 26  NetWorker User for SQL Server message


4. After you select a SQL instance, the Restore window, shown in Figure 27 on page 97, 
lists the databases that can be restored.


Figure 27  Restore (Copy) window


5. Select one database to recover.


If the copy restore type is selected, only one database object can be marked. Files and 
filegroups of the selected database are not visible in the browse window since they 
require a database backup. The files and filegroups can be viewed and configured in 
the Files tab of the Properties dialog box.
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6. Right-click the marked database and select Properties. 


If you select copy restore type, you must specify the restore properties before starting 
the restore. Otherwise, the restore fails to start.


The Properties dialog box appears and the General tab is displayed, as in Figure 28 on 
page 98. 


Figure 28  Sample Properties dialog box


7. In the Properties dialog box, click the Files tab. 


When restoring a copy of a database, you can overwrite an existing database or create 
a new one.


• To create a new database, enter a name in the Name for restored database text 
box. The default is CopyOfSelectedDB.


• If you want to overwrite an existing database, select a name from the Name for 
restored database text box and select Overwrite the existing database.


Check the generated filenames. If you change the name of the database from 
CopyOfAcme Sales back to Acme Sales, by using overwrite, then you may remove 
the CopyOf prefix from the associated filenames as well. Default names are 
generated when the dialog box is first displayed. Any database name edits are not 
propagated to the database filenames. These changes must be made manually.


8. In the Properties dialog box, click the Restore Time tab. 


9. When properties are configured, click OK. 


These settings are maintained until the restore is started.


10. Click the play button in the toolbar of the Restore dialog box to start the restore. 


You can monitor the status of the restore in the Restore Status window.
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Configuring a named instance recovery


If a default instance and a named instance are available on a client computer, once a 
backup is performed by using NMM, a copy restore is available for all three instances. 


If default instance is uninstalled for some reason, a copy restore from the default instance 
is still available, because the instance is still listed in the client file index for the most 
recently named instance directory. Should a more recent backup be performed for any of 
the instances, after the default instance is uninstalled, a recovery will not be possible. A 
new named instance directory is created with default instance excluded. 


The remedy for this is to reinstall the removed named instance and run another backup. 
This restores the directory information for default instance and complete functionality, as 
in Figure 29 on page 99. 


Figure 29  Restore window


Perform the following to view and select restore items:


1. To view a list of data items available for restoring, expand any item in the left pane of 
the Restore window. 


The descendants of the item are displayed in the right pane.


2. In the Restore window, select the item to restore by clicking the check box.


If the copy restore type is selected, only one database object can be marked. Files and 
filegroups of the selected database are not visible in the browse window, and require 
a database backup. The files and filegroups are available in the Properties dialog box.


3. Once the restore is set up, start the operation. “Start the recovery” on page 117 
provides more information.
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Configuring a verify-only restore


The verify-only option, shown in Figure 30 on page 100, enables you to verify that data for 
a database can be restored and the media that holds the data being marked for verify-only 
operation.


To configure a verify only restore:


1. Select the Verify Only restore type from the Restore Operation dialog box and click 
Continue. 


The Restore window lists the databases that can be restored, as in Figure 30 on 
page 100.


Figure 30  Verify Only Restore window


2. Select one or more databases from the list.


3. (Optional) Right-click the parent server to open the Restore Options dialog box. 


4. Click OK.


5. Click the play button in the toolbar of the Restore dialog box to start the restore. 


You can monitor the status of the restore in the Restore Status window.


Configuring a piecemeal restore


If restoring SQL Server databases (Enterprise Edition), select the piecemeal restore option. 
“Types of supported recovery” on page 35 provides detailed descriptions.


To configure a piecemeal restore:


1. Select the Piecemeal restore type from the Restore Operation dialog box and click 
Continue. 
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The Restore window is displayed, as in Figure 31 on page 101.


Figure 31  Piecemeal Restore window


2. Select a database from the list.


Only one database object can be marked for piecemeal restore. Files and filegroups of 
the selected database are not visible in the browse window. These operations require 
a database backup. The files and filegroups can be viewed and configured in the Files 
tab of the Properties dialog box.


3. (Optional) Right-click the parent server to open the Restore Options dialog box. 


4. Click OK.


5. Right-click the database and select Properties. 


In piecemeal restore operations, you must specify the restore properties before 
starting the restore. Otherwise, the restore fails to start.


The Properties dialog box is displayed.


In the General tab, piecemeal restores overwrite a database when restoring to the 
same location. To overwrite an existing database, select a name from the Name for 
restored database text box and select Overwrite the existing database.


6. In the Properties dialog box, click the Restore Time tab. 


7. When finished configuring properties, click OK. 


For piecemeal restore, certain settings in the Properties dialog box are reset if you 
redisplay the Properties dialog box before starting the restore process. The selections 
that will be reset are: 


• Marked files and filegroups of the selected database.


• Name for restored database option (on the Files tab). 


• Backup the active portion of the transaction log before restoring the database 
check box (on the General tab). 
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If you do return to the Properties dialog box, the message shown in Figure 32 on 
page 102, is displayed.


Figure 32  Restore Options message


8. Click the Play button in the toolbar of the Restore dialog box to start the restore. 


Piecemeal restore is iterative. You can continue to restore additional filegroups in 
subsequent operations. Previously restored filegroups will not be available for selection 
unless you specify New Piecemeal.


Configuring Always On database recovery (for federated backup)


NMM supports full recovery of a SQL Server 2012 database. For databases that are 
configured with AlwaysOn configuration, the replication must be broken to recover the 
database.


Once the replication is broken, follow the required recovery procedures:


◆ “Configuring a normal recovery” on page 86 


◆ “Configuring a copy recovery” on page 96


◆ “Configuring a named instance recovery” on page 99


◆ “Configuring a verify-only restore” on page 100


◆ “Configuring a piecemeal restore” on page 100


Specify the browse time


In the NetWorker User for SQL Server Restore window, you can browse the online index 
and mark a database backup version to restore. 


The browse time controls the backup data that is viewable in the Restore window. You can 
modify the browse time to display backup versions for a different restore time by selecting 
Change Browse Time from the View menu. However, the browse time cannot change to a 
point:


◆ Earlier than the first backup.


◆ Later than the most recent backup.


An invalid time entry results in an error message.
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To specify a browse time:


1. From the View menu, select Change Browse Time.


The Change Browse Time dialog box appears, as shown in Figure 33 on page 103.


Figure 33  Change Browse Time dialog box


2. Select one of the following attributes to change the browse time:


• By default, the Specify a browse time attribute displays the current browse time. 
Select this attribute to enable the Browse Time button:


a. Click the Browse Time button to open the Specify Browse Time dialog box, as 
shown in Figure 34 on page 103.


Figure 34  Specify Browse Time dialog box


b. Select a date and time from the Date and Time lists.
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c. Click OK. 


The dialog box closes and the Specify a browse time attribute in the Change 
Browse Time dialog box appears with the new date and time. The backup version 
list is also updated.


• By default, the Select a backup version to change browse time attribute marks the 
current browse time in the backup version list. Select this attribute to enable the 
backup version list and Mark button. The backup version list displays the known 
backup version times, which correspond to save times of the root browse directory. 
The root browse directory is created anytime a SQL Server backup is performed. 


To select a new browse time, do one of the following:


– Double-click a backup time in the list, and then click OK.


– Select a backup time in the list, click Mark, and then click OK. 


The Specify a Browse Time attribute is updated to reflect the new setting. 


When you change the browse time, previous selections in the Restore window are 
discarded. Any file, filegroup, or database property settings are lost.


View the required volumes 


After you select the databases to restore, you can check which backup volumes contain 
the databases you need by doing one of the following:


◆ Selecting Required Volumes from the View menu.


◆ Selecting the Required Volumes button from the toolbar. 


Checking the required volumes helps to ensure that the necessary backup volumes are 
mounted in the NetWorker server's storage device.


If a required backup volume is not mounted, do one of the following:


◆ Contact the NetWorker administrator and request that the volume be mounted.


◆ Wait for the NetWorker software to prompt the administrator to mount the volume.


Set the restore properties


To set the restore properties for a select file, filegroup, or database:


1. Right-click the database item, and select Properties.


2. Complete the Properties dialog box.


3. Click OK. 


See these sections for additional information:


◆ “Set database restore properties” on page 105 provides information about setting 
restore properties for a database.


◆ s provides information about setting restore properties for a file or filegroup.
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All of the properties are context-sensitive, based on the version of SQL Server that is 
running and the restore type that was chosen.


Preferences specified for these properties are used for the current restore operation. When 
a preference is not set, the default is used. After the restore is complete, and the Restore 
window is closed, the property settings revert back to the NetWorker User for SQL Server 
defaults.


If you select copy restore type, you must specify the restore properties before starting the 
restore. Otherwise, the restore fails to start.


Set database restore properties


The information in this section applies to normal and copy restore types. 


To set database restore properties:


1. In the Restore window, select a database.


2. Right-click the database and select Properties.


The Properties dialog box is displayed, as shown in Figure 35 on page 105. 


Figure 35  Properties dialog box


3. In the General tab, indicate whether to back up the active portion of the transaction.


When selected, a transaction log backup starts by using the NORECOVERY keyword. 
The restore operation proceeds regardless of whether the transaction log backup 
succeeds or fails. 
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Specify a point-in-time restore to any time within the transaction log backup. This 
option applies to all SQL Server restores, and addresses database failure if that occurs 
after the last scheduled incremental backup.


By backing up the active portion the active portion of the log prior to the restore, users 
can specify a restore for time of failure. 


4. To specify a point-in-time restore, select the Restore Time tab, and make entries as 
appropriate. 


Point-in-time restore can use either a full, level incremental, or level deferential 
backup, as long as the selected backup is an incremental and/or the latest backup.


5. Specify a recovery mode to use for the restore:


• Normal mode — Instructs SQL Server to leave the database in operational state 
after the restore. This is the default mode.


• No Recovery mode — Activates the SQL Server NORECOVERY database restore 
option for the last stage restored. This mode places the database in a state that 
cannot be loaded after the restore. However, the database can still process 
additional transaction log restore operations.


• Standby mode — Enables the Standby Undo File Name which specifies an undo file 
for SQL Server to use when rolling back the transactions. By default, this attribute 
displays a default filename and path as follows:


%DriveLetter:\<default_path>\<default_dbName>undo.ldf


where:


– default_path is the default SQL Server backup path obtained from the SQL 
Server registry. 


– default_dbName is the name of the database backup selected for the restore.


6. Select Checksum and Continue with error.


If checksums are not calculated for the backup specifying them for the restore causes 
the restore operation to fail.


Specifying an undo filename


To specify the undo filename, do one of the following:


1. Enter a valid name and path in the text box.


Click the ellipses button to display a dialog box similar to that shown in Figure 36 on 
page 107.


2. Select a file from the file system tree. 
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The file location and name are listed in the text boxes.


Figure 36  Specify the Standby Undo File dialog box


3. Select a file from the file system tree. The file location and name appear in the text 
boxes.


4. Specify these attributes:


• The File Location attribute — Displays the path for the standby undo file. Enter a 
path in the File Location text box, or browse the file system tree and highlight a file. 
When a file in the browse tree is highlighted, the file’s path is listed in the File 
Location text box.


• The File Name attribute — Specifies the standby undo filename. Enter the filename 
in the File Name text box, or browse the file system tree and highlight an existing 
file. When a file is highlighted, the filename is listed in the File Name text box.


5. Click OK.


View file or filegroup restore properties


The file and filegroup restore properties in the Properties dialog box are provided for 
informational purposes only. SQL Server dictates the settings for these properties. They 
cannot be configured.


The properties in these dialog boxes apply to one selected or a filegroup for a normal 
restore type operation. 


These file and filegroup restore properties are not available for copy restore type 
operation.


To view the restore properties for a file or filegroup:


1. From either pane of the Restore window, right-click a selected file or filegroup. 


2. Select Properties.
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The Properties dialog box is displayed. Properties differ depending on the version of 
SQL Server that is run.


Figure 37 on page 108 displays the properties for a filegroup.


Figure 37  Filegroup Restore Properties dialog box


The following attributes appear in the Properties dialog box:


• When the Backup the active portion of the transaction log file attribute is selected 
the active portion of the transaction log is backed up before performing a restore. 
That way, the log can be applied to the filegroup or file to make it consistent with 
the rest of the database. The SQL Server requires the transaction log when 
restoring damaged or lost data files.


NetWorker User for SQL Server attempts a transaction log backup for SQL Server 
non-Enterprise Editions or Primary filegroup, the backup uses the NO_TRUNCATE 
and NO_RECOVERY SQL keywords. 


For files belonging to secondary filegroup and secondary filegroups restore for SQL 
Server Enterprise Editions, the restore workflow requires you to first restore the 
filegroup and then take a backup of the active portion of the transaction log. The 
transaction log backup must be applied to the file or filegroup restore to ensure 
that the file or filegroup is consistent with the rest of the database.


If a file or filegroup is restored with the NetWorker User for SQL Server program, 
these transaction log backups occur automatically. It is recommended that you use 
the NetWorker User for SQL Server for this type of restore.


• The Overwrite the existing filegroup/file with the restored file attribute forces SQL 
Server to ignore errors due to nonexistent files which result from media failure. If 
there is a media failure, then the files cease to exist. The NetWorker User for SQL 

108 EMC NetWorker Module for Microsoft for SQL VDI Release 3.0 User Guide







Data Recovery

Server specifies the WITH REPLACE SQL keyword in the restore sequence. The file 
or filegroup is restored to the exact location (drive and pathname) as the location 
on the source host from which the data was backed up.


• The Backup versions table lists the date and time of all the backups available for 
the restore operation.


Select filegroups to restore


Use the Properties dialog box to select a filegroup to restore. For normal and copy restore, 
the tab is labeled Files. 


To select filegroups to restore:


1. Select the Files tab, as shown in Figure 38 on page 109. 


Figure 38  The Files tab of the Properties dialog box


2. Specify attributes as follows:


If the text boxes in this dialog box are empty, review the file configuration information. 
“Specify Read File Configuration properties” on page 112 provides details.


• The Database to restore attribute displays the name of the database (on secondary 
storage) selected for the restore. This attribute is informational only and cannot be 
modified. 
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• The Name for restored database attribute specifies the name for the restored 
database: 


– If performing a normal restore, this text box displays the name of the selected 
database is disabled.


– If performing a copy restore, CopyOf is appended to the source database name 
and all associated data files and log files. 


To specify a different name, enter a new name in the text box or select a name 
from the list. The name must comply with SQL Server naming conventions.


If you specify a different name, the data and log files retain the default name, as 
shown in the File and Destination table. For example, if copy restore is selected 
when restoring a database named Project to a database named Test, and the data 
and log filenames retain the values of CopyOfProject_Data.MDF or 
CopyOfProject_Log.LDF. The data and log filenames must be changed. 


When the Name for restored database attribute is set to the name of an existing 
database, the Overwrite the existing database attribute is enabled when you click 
Apply or OK. These two attributes can then be used together. The name of the 
existing database is then used for the restored database when the two databases 
are incompatible.


• The Overwrite the existing database attribute Instructs the SQL Server to create the 
specified database and its related files, even if another database already exists 
with the same name. In such a case, the existing database is deleted.


This attribute causes the WITH REPLACE SQL keyword to be included in the restore 
sequence. The WITH REPLACE keyword restores files over existing files of the same 
name and location. 


• Select or clear the filegroups to restore. If performing a normal or copy restore this 
attribute displays the filegroups of the database selected. The set of filegroups 
marked in this attribute is copied into the Modify the Destination for the files in 
attribute list.


• The Modify the destination for the files in attribute lists a set of different views for 
the database files to be restored, and enables filtering of files that are visible in the 
File and Destination table. The views listed in Table 23 on page 90 are supported.


• The File and Destination table’s File column lists SQL Server logical filenames. The 
Destination column lists physical filename and locations. The files listed in this 
table are associated to the marked database to be restored.


– If performing a normal restore, this table displays the current name and 
destination based on the SQL Server physical filename and logical location for 
the restored file.


– If performing a copy restore, this table displays a default name and destination 
based on the SQL Server physical filename and logical location for the restored 
file.
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The default location for the data files and log files is in the data path of the default 
SQL Server installation directory. If this directory is on the system drive, provide 
enough disk space for the database files, or specify another location that does.


You cannot edit the File and Destination table. You can, however, modify the 
destination location. 


To modify the destination, do one of the following:


– Double-click a file to display the Specify the file destination dialog box, as 
shown in Figure 39 on page 111. Then follow the instructions in the next 
section.


– Click a file, and then click the Destination button to display the Specify the file 
destination dialog box. Then follow the instructions in the next section.


Specify the restored file’s destination and filename


Specify the destination locations for the restored files in the Specify the File Destination 
dialog box, as in Figure 39 on page 111.


Figure 39  Specify the File Destination dialog box


Specify attributes as follows:


◆ Source file name displays the file currently selected in the File and Destination lists. 
The Source File Name text box is informational only and cannot be modified. When 
multiple files are selected, this text box is empty.


◆ Source location displays the file system location and the file currently selected in the 
File and Destination lists. The Source Location text box is informational only and 
cannot be modified. When multiple files are selected, this text box contains the file 
system location of the first selected file in the File and Destination lists.


◆ Destination location displays the file system location for the restored file. When 
multiple files are selected, the default SQL data path is opened, but not selected. 

Performing a recovery 111







Data Recovery

To modify this attribute enter a pathname, or browse the file system tree and highlight 
a directory or file. When a directory is highlighted, that path appears in the 
Destination Location text box. If a file is highlighted, the directory for the highlighted 
file is displayed.


◆ Destination file name, by default, lists the name of the file currently selected in the 
File and Destination table. When multiple files are selected, the attribute is empty. 


To modify this attribute, enter a new name in the Destination File Name text box or 
browse the file system tree and highlight a file. When a file is highlighted, the filename 
is displayed in the Destination File Name text box.


Default filenames are generated when the dialog box is first displayed. Verify that the 
filenames are correct. This is particularly important after changes to the database 
name.


Specify Read File Configuration properties


Some of the data used to populate the attributes on the Files tab of the Properties dialog 
box is obtained from new file-configuration metadata objects created in the client file 
index. 


To specify Read File Configuration properties:


1. Open the Properties dialog box for a marked database item that has no 
file-configuration metadata in the client file index. You may load this information from 
the save set media. 


The Read File Configuration dialog box appears, as in Figure 40 on page 112.


Figure 40  Read File Configuration dialog box
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2. Specify attributes as follows:


• Select the Read the file configuration from save set media option. A message 
appears. The save set media is read in the background. When this process 
finishes, the Properties dialog box appears, and the Filegroup and Destination 
table display valid data. 


To cancel the reading process, select the Cancel button. If you cancel from the 
Reading dialog box, the Properties dialog box appears, but the File and 
Destination table is empty. 


• If you select the Skip reading the file configuration attribute, the Properties dialog 
box appears, but the File and Destination table is empty.


Set Restore Time properties


The Restore Time properties support selection of a backup version and modification of the 
restore date and time. When a point-in-time restore is performed, the restore procedure 
reinstates transactions only from the backup version that occurred before the specified 
restore date and time.


To set restore time properties:


1. In the Properties dialog box, select the Restore Time tab, as in Figure 41 on page 113.


Figure 41  The Restore Time tab in the Properties dialog box
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If the back up the active portion of the transaction log check box on the General tab is 
selected, and you select the Specify a Restore Time attribute, not all of the 
transactions in the transaction log backup will be present in the restored database. 
Only data up to the point-in-time restored appear. You can specify a point-in-time 
restore between the last scheduled full, incremental, or differential backup and the 
current time. The transaction log will be backed up as the initial portion of the restore 
operation and, if the transaction log backup is successful, the log is also restored. 


2. Select Specify a Restore Time to enable these restore time controls: 


• Using a specific backup version


When this attribute is selected, the following are enabled.


– The Specify a time to perform a point-in-time restore attribute indicates what 
data from the marked backup version is reinstated during the restore, and the 
time to stop restoring transactions. This text box can be modified for a backups 
selected in the Backup Versions table if a backup is the latest or an incremental 
backup.


– If an incremental backup is selected in the Backup Versions table, that text box 
(Figure 41 on page 113) can be modified by clicking the Point-in-Time button. 
The Point-in-Time button is also enabled for any latest backup (full, 
incremental, or differential) for which the Backup the active portion of the 
transaction log before restoring the database check box is checked on the 
General tab. If the backup that is marked is not the latest backup, this button 
displays an error message.


• The Backup Versions table contains the four columns identified in Table 25 on 
page 114.


• Perform the restore by using a named log mark. If log marks are not used, then 
display of this information can be disabled.


This attribute has these characteristics:


– Can use a maximum of 1024 log marks.


– Is enabled only when log marks exist for the selected database backup. When 
this attribute is selected, the Restore to the End of the Log Mark and the 
Restore to the Beginning of the Log Mark buttons are enabled. 


Table 25  Backup Versions table columns


This column Displays


Size The size of the backup.


Type The backup type, including “full” for level full backups, “incr” for level 
incremental backups, and “1” for level differential backups.


Method The Traditional Recover method is used to create the backup that is to be 
restored.


Backup Time The date and time, in seconds, when the backup was created.
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Specify which type of named log mark restore to perform by selecting one of the 
following:


To restore the backup and stop it immediately after the named log mark, select 
Restore to the End of the Log Mark. This type of restore includes the named 
transaction in the restore.


To restore the backup and stop it immediately before the named log mark, 
select Restore to the Beginning of the Log Mark. This type of restore excludes 
the named transaction.


• Use the Log Mark table attribute to specify the log mark to use for the restore. Only 
one log mark may be selected. Table 26 on page 115 shows the columns in the Log 
Mark table.


To select a log mark, perform either of the following:


– Double-click any log mark in the table.


– Click any log mark in the list, and then click the Mark button. 


A check mark appears next to the log mark name. Only one can be marked at 
one time.


Set point-in-time restore properties


Specify a date and time for the SQL point-in-time restore in the Point-in-Time Restore 
dialog box. Be sure that the date and time are within a timeframe spanned by the 
transaction log backup that was marked in the Backup Versions table. The create time of 
the transaction log backup defines the upper limit of the time frame. No date and time 
greater than this upper limit can be specified for copy restore. For a normal restore, if a 
transaction log backup is specified as a part of the restore operation, then the upper limit 
is the current time. The lower limit of the time frame is the create time of the first full 
backup of the database. 


To set point-in-time restore properties:


1. On the Restore Time tab:


a. Select the Specify a restore time check box. 


b. Click Using a specific backup version button.


c. Select the Point-in-time button.


Table 26  Log Mark table columns


This column Displays


Log mark The name of the transaction log mark.


Date Modified The date and time, in granularity of milliseconds, on which the named 
transaction log mark was created. 


Description The any information about the log mark that was entered when the transaction 
was performed.
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The Point-in-time restore dialog box is displayed, as in Figure 42 on page 116.


Figure 42  Point-in-Time Restore dialog box


2. Specify the following attributes as needed:


• For Date, specify the restore time date for the marked backup version. The syntax 
for this text box is mm/dd/yyyy.


To modify the date, enter a date by using the appropriate syntax or click the arrow 
to display the Calendar. In the Calendar, click a date. Use the Previous Month and 
Next Month buttons to change from the current month.


The restore time date must be within the range of transaction dates included in the 
selected backup version. If a transaction log backup is specified as a part of the 
normal restore operation then the upper limit is today's date.


• For Time, specify the restore time for the marked backup version. The syntax for 
this text box is hh:mm:ss.


To modify the time, enter a time by using the appropriate syntax or use the scroll 
arrow buttons to change the time.


The restore time must be within the range of transaction times included in the 
marked backup version. If a transaction log backup has been specified as part of 
the restore operation then the upper limit is the current time.


A point-in-time restore is successful only when the time of the NetWorker server and NMM 
client is synchronized.
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Start the recovery


While the restore is in progress, the Restore Status window displays messages for each 
restored database to monitor the progress of the restore.


If the backup volume containing the databases is loaded at a storage node (backup 
device) local to the NetWorker server, the restore proceeds. If the restore does not begin, it 
is possible that either the wrong volume or no volume is mounted in the backup device.


When restoring an incompatible database by using the name of an existing database, or 
when restoring from a media failure where one or more database files were lost, the 
Overwrite the Existing Database attribute must be selected under the Files tab. 


To display the Files tab, right-click the database item and select Properties. 


After the restore is finished, the restore completion time is listed in the Restore Status 
window.


Performing recovery of federated backups
To recover federated backups, perform the following steps:


1. On the primary replica server, break the AlwaysOn replication for the AlwaysOn 
database using the following command in Microsoft SQL Server Management Studio 
query window: 


ALTER AVAILABILITY GROUP [group_name] REMOVE DATABASE 
[database_name]


2. In the NetWorker User for SQL Server GUI, select the Operation > Select NetWorker SQL 
Server Client option, as shown as Figure 43 on page 117.


Figure 43  Select NetWorker SQL Server Client option


The Select the SQL Server dialog box appears.


3. Select the Windows cluster name from the drop down menu in Select the SQL Server 
dialog box, as shown as Figure 44 on page 118 and click Continue.
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Figure 44  Select the SQL Server dialog box


The Select the SQL Server Instance dialog box appears.


4. Select the instance (default or named) where the Availability Group databases are 
created in the Select the SQL Server Instance dialog box, as shown in Figure 45 on 
page 118., and click Continue.


Figure 45  Select the SQL Server Instance option


5. Browse the backed up Availability Group databases, as shown in Figure 46 on 
page 118.


Figure 46  Browse the backed up Availability Group databases


6. Select the Availability Group database and perform a recovery.
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A full backup is performed as part of the recovery process when SQL VDI federated 
recovery is started. In the dialog box that appears when federated recovery is 
performed, as shown in Figure 47 on page 119, click Yes to run a full backup or click 
No to restore the database with replace.


Figure 47  Full backup for federated backup


Performing SQL Server 2012 recovery
For SQL Server 2012 instance level and database level recovery, ensure to: 


1. Perform a full backup of the instance or AlwaysOn database.


2. On the primary replica server, break the AlwaysOn replication for the AlwaysOn 
database using the following command in Microsoft SQL Server Management Studio 
query window: 


ALTER AVAILABILITY GROUP [group_name] REMOVE DATABASE 
[database_name] 


3. On the secondary replica server, delete the AlwaysOn database, which is in restoring 
mode.


To perform instance level recovery: 


1. On the primary replica server:


a. Recover all the system databases.


Note: For database level restores for AlwaysOn, skip this step.


b. Recover all the user databases or just AlwaysOn database, as the need may be.


2. On secondary replica server, recover the same AlwaysOn database using the No 
Recovery option in Normal Restore under database properties. 


3. On the primary replica server, to rejoin the AlwaysOn database to the Availability 
Group.


a. Right-click the Availability Group and select Add Database.


b. In the dialog box that appears, select the database and click Next.


c. In the dialog box that appears, specify the shared location and click Next.


d. Connect to the instance and click Finish. 
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4. On secondary replica server, to rejoin the AlwaysOn database to the Availability 
Group:


a. In the Microsoft SQL server Management Studio, locate and expand Availability 
Group to view the AlwaysOn database.


b. Right-click AlwaysOn database and select Join Availability Group.


5. Ensure that both primary and secondary copies of AlwaysOn database are online.


Do not use the AlwaysOn Availability Group virtual name when performing a backup. 
Otherwise the backup will fail.
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Prerequisites
There are several prerequisites for performing scheduled database backups with a SQL 
virtual server in a cluster environment:


◆ A NetWorker client, configured for database backups, must be created for each SQL 
virtual server to be protected. 


◆ Configure the NetWorker client to either:


• Back up all databases by using MSSQL:.


• Back up specific databases by using MSSQL:User Database.


Additional databases may be added to an existing NetWorker client or a new 
database client may be created.


◆ The client must be configured by using the short name for the SQL virtual server, and 
omitting the domain specification.


The command argument to specify virtual servers is –A SQL_virtual_server. This is 
typically the short name and it must match the network name parameter in WSFC. This 
is intended for use with long name clients. Use the fully qualified domain name for the 
client configuration and the –A option to specify the SQL virtual server, as in the 
following example:


Note: nsrsqlsv -s servername -A SQL_virtual_server


Performing a scheduled backup


When using the Client Configuration Wizard to configure a scheduled backup, do not use a 
short name alias for virtual server nodes that are not already registered on the NetWorker 
server with a fully qualified domain client name.


To configure scheduled backups by using the NetWorker Administrator program, complete 
the following tasks:


◆ “Create group resources for the cluster” on page 122


◆ “Create client resources for each cluster node” on page 123


◆ “Create client resources for a virtual server” on page 123


The NetWorker Administration Guide provides detailed instructions on configuring 
NetWorker server resources.


Create group resources for the cluster


The NetWorker Module for Microsoft Release 3.0 Administration Guide provides 
instructions on creating a group resource.


Modify groups so that all clients that run the Client Configuration Wizard have Modify 
NetWorker administrator rights. 
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To edit a user group:


1. Start the NetWorker Management Console.


2. Under Enterprise, select the computer to update.


3. Double-click NetWorker.


4. Select User Groups in the left pane, and double-click Administrators in the right-pane.


5. Edit the attributes for the group:


• For the Administrators group, change the Comment or the Users attribute. The 
Privileges attribute cannot be changed.


• For the Users group, all attributes can be changed.


6. Click OK.


Create client resources for each cluster node


To create client resources, edit the client resource for each physical node of the cluster. In 
the NMC, you can select Clients in the left pane, and the right-click in the right pane to 
create a new resource.


In the General tab, for the Name attribute, list the fully qualified domain name for the 
cluster node name. For example:


wash-2k.belred.emc.com


Create client resources for a virtual server


To create client resources:


1. Create the client resource for each virtual server in the cluster. Provide values for the 
following attributes:


a. On the General tab, in the Name attribute of the client resource, list the short name 
for the SQL virtual server, and omit the domain specification. This should be the 
name of the virtual server, and not a node name.


b. In the Backup command attribute on the Apps & Modules tab (for NetWorker), 
enter the nsrsqlsv command with the necessary options. Chapter 8, “Command 
Line Interface,” provides more information on the nsrsqlsv command syntax.


For virtual server backups, the -A SQL_virtual_server_name command option is 
required.


c. On the Globals (2 of 2) tab, grant access to all physical nodes in the cluster by 
adding entries similar to the following in the Remote Access attribute:


Remote access: RemoteUser@physicalnode_hostname


Remote user: RemoteUser 


Password: ********


where:


– RemoteUser is the account under which the backup will be run.


– physicalnode_hostname is the fully qualified domain name.
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The Remote Access attribute enables the NMM server to access the cluster node to 
authenticate the computer (on which the virtual server is running) as a NMM client 
before any backup or restore operation begins. Follow this step for each virtual 
server Client resource in the cluster. 


d. On the Apps & Modules tab, for the User Name and Password attributes, add the 
username and password, respectively, for a Windows user account that has both 
SQL Server administrator privileges and Windows administrator privileges. The 
User Name and Password attributes enable NMM to back up the SQL Server virtual 
server. Follow these steps for each virtual server Client resource in the cluster. 


2. Use the NMC to start the backup group manually, or wait for the next scheduled 
backup to occur. 


Performing manual backups and recovery
A manual backup or restore operation can be run from any host (which is the active node) 
in the cluster, regardless of whether a failover has occurred, by using one of the following:


◆ “The NetWorker User for SQL Server program” on page 124


◆ “The command prompt” on page 124


The NetWorker User for SQL Server program


To start a manual backup or restore operation in a Microsoft cluster:


1. Start the NetWorker User for SQL Server program. 


The Select SQL Instance dialog box appears.


2. Select the SQL Server instance for a backup or restore operation.


3. Configure and run the backup or restore just as you would on a stand-alone server. For 
instructions, see the following:


• “Performing a manual backup” on page 42


• “Performing a recovery” on page 85


The command prompt


To back up or restore a SQL Server virtual server, the Windows account that is used to 
execute the nsrsqlsv or nsrsqlrc commands must be a WSFC administrator. To determine 
which accounts have WSFC administrator privileges, refer to the WSFC online help. If the 
Windows account does not have WSFC administrator privileges, NMM cannot 
communicate with WSFC and the various WSFC cluster resources, including the SQL 
Server virtual servers.


To start a manual backup or restore, enter one of the following at the prompt:


◆ To back up data, enter the nsrsqlsv command.


◆ To restore data, enter the nsrsqlrc command. 
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For example, to back up a SQL virtual server database, enter the following: 


nsrsqlsv -A SQL_virtual_server_name -c SQL_virtual_server_name -s 
NetWorker_server_name MSSQL:dbName


where:


◆ SQL_virtual_server_name is virtual server name when SQL Server is configured to run 
in a WSFC cluster.


◆ NetWorker_server_name is the NetWorker server to use for the backup.


◆ dbName is name of the SQL Server database to be backed up.


Specifying -A SQL_virtual_server_name initiates the following:


◆ Contact the SQL virtual server.


◆ Create save set entries under SQL_virtual_server_name in the NetWorker client index. 


Chapter 8, “Command Line Interface,” provides more information.
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Overview
The NMM software supports the use of multiple stripes for backing up and restoring SQL 
Server data. Stripes are one or more data streams that may be extracted in parallel from a 
database, and written in parallel to multiple media devices, such as tape drives. With 
NMM, striping can yield a significant performance advantage when a large amount of data 
is backed up and restored by using multiple tape drives. 


Although SQL Server supports 64 stripes, the NMM software supports only 32 stripes. This 
restriction is applicable to the NetWorker User for SQL Server program, and the nsrsqlsv 
and nsrsqlrc commands.


Before any striped backup begins, the Parallelism attribute in the Set Up Server dialog box 
in the NetWorker Management Console program must be set to at least one more than the 
number of stripes being used. For example, if you use three stripes, specify a value of four 
or greater for the parallelism.


The total number of save streams (SS), which is the data and save set information being 
written to a storage volume during a backup, is actually a product of client parallelism (P) 
and stripes (S), that is SS = P X S.


If you are using an Avamar device for data deduplication and stripes together, ensure that 
the save stream value is less than or equal to four for successful SQL Server VDI backup 
and recovery by using NMM. 


When using a Data Domain device for data deduplication and stripes together, you are 
recommended that the stripe value is always equal to the number of Data Domain devices. 
For single threaded Data Domain the restriction is one stripe per Data Domain device, and 
multiple stripes require multiple Data Domain devices. The NetWorker Data Domain 
Deduplication Devices Integration Guide and esg126283 provide details.


NMM supports interleaving for backing up multiple clients to a single backup device. 
Interleaving is the process of writing multiple stripes to the same volume. Recovering 
interleaved backups, however, can require substantial restore time. When restoring an 
entire interleaved backup, one stripe at a time is restored. This requires multiple passes 
over the same areas on the backup medium. When restoring an interleaved backup, 
restore each client’s backup separately.


Specifying striping


You can specify striping from one of the following:


◆ From the Backup Options dialog box in the NetWorker User for SQL Server program. 


◆ From the NetWorker Management Console during scheduled backup. 


◆ From the Windows command prompt on the client host. 


Append -Sn to the nsrsqlsv command, for example: 


nsrsqlsv -s NetWorker_server_name -S3 db_name


where n is the number of stripes to use.
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Use the lowercase -s to specify the NetWorker server name and the uppercase -S to specify 
the number of stripes to use. Chapter 8, “Command Line Interface,” provides more 
information about using the nsrsqlsv command.


Changing Windows registry entry for striped backup


The installation program for the NMM software sets a Windows registry entry. This entry 
enables the Detect Available Tape Sessions option in the Restore Options dialog. By 
default, the entry is set to enable. To change the default setting, select or clear the Detect 
Available Tape Sessions Prior to Restoring a Striped Backup attribute in the Restore 
Options dialog box. The current setting persists from session to session.


You can also use regedit to change the default setting. Modify the NSR_DETECT_TAPES 
entry in the following registry path:


HKEY_LOCAL_MACHINE\SOFTWARE\Legato\BSMSQL\Environment\


Performance considerations
For improved backup performance, follow these suggestions:


◆ In the Create Device or Edit Device dialog box in the NetWorker Management Console, 
configure target sessions for the NetWorker devices that are performing the striped 
backup. 


Always specify one session per device when you use striping. This yields the best 
backup performance on the client host by eliminating interleaving.


◆ Allot a separate backup device (such as a tape drive) for each stripe in the backup or 
restore operation with the following criteria:


• Use a different NetWorker server for backup and restore operations not related to 
SQL Server.


• Use a dedicated storage node exclusively to the striped backups.


◆ NMM automatically restores data by using the same number of stripes that were 
specified for the backup. 


For best restore performance, ensure that the same number of devices used for the 
backup are also available at restore time. 


◆ Configure the computer to run the following:


• NetWorker client software as a NetWorker storage node


• NMM software


• SQL Server software


The NetWorker server cannot be installed on the same host where NMM is installed.
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Performing striped backups
NMM supports manual and scheduled backup striping.


To perform a manual striped backup from the SQL Server host, which is a NetWorker client, 
use one of the following methods: 


◆ From the NetWorker User for SQL Server program:


a. From the Operation menu, select Backup.


b. Select an item to back up.


c. From the Options menu, select Backup Options. 


d. In the Backup Options dialog box, check Create a Striped Backup.


e. Select the number of stripes from the Stripes list.


◆ From the Windows command prompt, specify the -S option with the nsrsqlsv 
command. For example:


nsrsqlsv -s NetWorker_server_name -Sn db_name


where n specifies the number of stripes you want to use, for example, -S3. 


◆ From the NetWorker administration program:


a. From the Administration window, click Configuration.


b. In the expanded left pane, click Clients.


c. In the right pane, right-click the client, and select Properties.


d. In the Apps & Modules tab of the Properties dialog box, append -Sn to the nsrsqlsv 
command, where n is the number of stripes to use. 


e. Click OK.


Performing striped recovery
The NMM software performs striped recovery optimizations so that striped recoveries 
proceed as quickly as possible. This feature, represents a fundamental change in the 
striped recovery strategy, and impacts the capability to restore a striped backup under 
certain situations.


This section contains the following information:


◆ “Optimal striped recovery versus fail-safe striped recovery” on page 131


◆ “Performing an optimal striped recovery” on page 131


◆ “Performing a fail-safe striped recovery” on page 131
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Optimal striped recovery versus fail-safe striped recovery


The NMM software assumes a best-case scenario for striped recovery. The worst-case 
scenario cited in “Performing a fail-safe striped recovery” on page 131 causes the striped 
recovery to stop responding by default. The restore process is unresponsive because the 
SQL Server is waiting for the NetWorker server to mount a volume. However, the NetWorker 
server has no tape sessions available. 


When a striped recovery is performed along with interleaving, the NMM software stops 
responding and the recovery hangs forever. As a workaround, enable the failsafe option 
and perform the recovery.


Table 27 on page 131 provides guidelines for determining when to activate the fail-safe 
striped recovery algorithm.


Performing an optimal striped recovery 


In a best-case scenario, striped recovery assumes, by default, that enough NetWorker tape 
sessions are available to enable the striped recovery to proceed without blocking. The 
NMM software then assumes the following:


◆ Each stripe was written to a different volume during backup. Interleaving was not used 
during the striped backup. 


◆ The same number of devices that are used during backup are available during restore. 
No device failures have occurred since the backup.


◆ All devices that are used for backup are currently available. No other client sessions 
are currently assigned to the devices.


If the configuration does not meet these requirements, see “Performing a fail-safe striped 
recovery” on page 131.


If the configuration does meet all of these requirements, then the NMM software optimally 
restores the striped recovery. Backup data is delivered to the SQL Server as soon as each 
tape session is established. This method provides the highest performance and lowest 
restore time.


Performing a fail-safe striped recovery 


If a striped backup is interleaved, or if fewer tape sessions are available at restore time 
(because of a failed or busy device), then a fail-safe striped recovery is necessary. 


The NMM software determines the number of tape sessions available before starting 
striped recovery by contacting the NetWorker server with a list of striped save sets. If the 
number of tape sessions is smaller than the number of striped save sets, NMM uses a 
fail-safe striped recovery algorithm. The algorithm selected depends on the SQL Server 
version. 


Table 27  Guidelines for fail-safe striped recovery


If Then


The backup was 
interleaved


Use the NetWorker Administrator program to determine if a second mount 
request has occurred for a volume that is already assigned tape sessions.


Fewer devices are 
available


Use the NetWorker Administrator program to determine if a device has been 
deactivated, or is busy performing an operation for another client.
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About fail-safe striped recovery
When enabling a fail-safe striped recovery to restore a SQL Server client, additional 
configuration settings are recommended to enable the restore to proceed at maximum 
throughput.


The NMM software takes advantage of the SQL Server VDI feature called removable pipes. 
This feature allows third-party backup vendors to restore a striped backup from fewer 
devices. However, there is currently no way for the NMM software to accurately determine 
how many tape sessions the NetWorker server can assign. The NetWorker server does not 
support striped recoveries by default. Therefore, only one tape session is available to 
restore the striped save sets before the detection phase. 


Because of the way SQL Server VDI removable pipes function, the third-party backup 
vendor can start only as many stripe restore threads as there are tape sessions available. 
Otherwise, the restore stops responding.


Because of the removable pipes requirements and the NetWorker server limitation, the 
NMM software, by default, restores one stripe save set at a time for SQL Server when the 
Detect Available Tape Sessions Prior to Restoring a Striped Backup option is enabled. 
Therefore, if data was backed up with two stripes, the restore operation takes twice as 
long. You can, however, temporarily enable striped recoveries on the NetWorker server to 
achieve maximum performance during a restore operation of SQL Server striped backups. 


Because enabling striped recoveries on the NetWorker server may cause the file system 
restores to fail, do not use this recovery method as a permanent solution.


Perform a fail-safe striped recovery
The following procedure applies to normal and copy restore types.


To enable a fail-safe striped recovery:


1. In the Restore window of the NetWorker User for SQL Server program, mark the root 
item in the left pane.


2. From the Options menu, select Restore Options.


3. Select the Detect available tape sessions prior to restoring a striped backup attribute.


This attribute is selected by default. It is controlled by the Windows registry entry 
NSR_DETECT_TAPES, which can be modified by either checking or clearing this 
attribute. However it is set, this attribute retains its setting from one session to the 
next. “Changing Windows registry entry for striped backup” on page 129 provides 
more information on this keyword.


4. (Optional) Enable striped recoveries on the NetWorker server by creating the file 
striped_recovery in the \nsr\debug directory on the NetWorker server.


You do not need to restart the NetWorker services to activate this setting.
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5. Start the recovery from the NetWorker User for SQL Server program or from the 
command line.


6. If the volumes with the striped recovery are not managed by an autochanger, then 
monitor events in the NetWorker Administrator program. 


When a media wait event occurs, load the appropriate volume.


7. Once the recovery is complete, clear the option for the Detect Available Tape Sessions 
Prior to Restoring a Striped Backup attribute in the NetWorker User for SQL Server 
program.


Because this setting is maintained in the Windows registry, disabling the option 
allows the next striped recovery to proceed at maximum performance.
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Overview
The following commands are used to perform backup and recovery:


◆ nsrsqlsv backs up the specified SQL Server data objects.


◆ nsrsqlrc restores the specified SQL Server data objects. 


◆ nwmssql invokes the client graphical user interface. 


When initiating the commands, keep in mind these notes regarding syntax:


◆ Case is very important when specifying command-line flags. Each command option is 
either lowercase or uppercase and, frequently, both the cases of a letter are included 
in the set of command options. For example, -c specifies the NetWorker client name, 
while -C specifies compression of the backup data.


◆ Depending on the command option, the space separator between an option and its 
corresponding argument can be optional, required, or not allowed. For example, the 
following expressions are both valid:


-l backup_level
-lbackup_level


While the following expression is invalid because a space is not allowed between the 
+ argument and log_mark_name:


-M + log_mark_name


◆ Brackets ([ ]) are used to denote the optional portions of a command (for example, 
command options and corresponding arguments, if any). When initiating an actual 
backup or restore operation, do not include brackets.


◆ Data items must follow:


• All other command options.


• Parameters on the command line.


IMPORTANT


When using the nsrsqlsv and nsrsqlrc commands, the Windows logon account must be 
granted the SQL Server sysadmin role.


Using the nsrsqlsv command
The nsrsqlsv command is used to back up SQL Server data objects, which consist of files, 
filegroups, and databases. 


To initiate a backup operation, specify nsrsqlsv and its command options for the Backup 
Command attribute in the client resource or from a Windows command prompt.


To modify the Backup Command attribute:


1. From the Administration window, click Configuration.


2. In the expanded left pane, click Clients.


3. In the right-side pane, right-click the client you want, and select Properties.
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4. In the Apps & Modules tab of the Properties dialog box, enter nsrsqlsv and any 
needed command options in the Backup Command field.


5. Click OK.


The -b and -l command options are valid only for manual backups initiated from a 
Windows command prompt on a client host. Do not use either of these options when 
initiating a scheduled save in the NetWorker Administrator program.


Command syntax for nsrsqlsv


The nsrsqlsv command syntax is:


nsrsqlsv [-CGjqRTvkuHXZ] [-s server] [-N name] [-b pool] [-g group]
[-S count] [-l level] [-m masquerade] [-U user [-P passwd]]
[[-A virtual-server] | [-c client]] 
[-f aes] [-w browse] [-y retention]
[[-A virtual-server] | [-c client]] [-a Deduplication
backup=yes]
[-a Deduplication node=<Avamar Node Name>]
[-a Deduplication client name=<client>]
[-a Device interface=data domain]
[-f aes] [-w browse] [-y retention]
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Command options for nsrsqlsv


Table 28 on page 138 lists the nsrsqlsv command options.


Table 28  Command options for nsrsqlsv  (page 1 of 3)


Command 
options Descriptions


-a Specifies whether data deduplication should be set with Data Domain or Avamar.


-A Specifies the virtual server name when SQL Server is configured to run in an MSCS cluster. Chapter 6, “Cluster 
Servers Backup and Recovery,” provides more information.


-b Assigns a destination pool for a save set. Specification of -b pool_name overrides all other pool-selection criteria 
either provided by the NetWorker software, or specified in the NetWorker User for SQL Server Backup Options dialog 
box. The pool must be created with a corresponding label template before running a command that includes the -b 
option.


-c Specifies the NetWorker client name for which the SQL Server data is to be backed up.


-C Specifies compression of the backup data before the NetWorker client sends the data to the NetWorker server.


-f aes Enables the NetWorker server to back up data using AES encryption.


-g Specifies the save group. The NetWorker server and the savegrp command use the group parameter to select the 
media pool.


-G Specifies a NO_LOG transaction log backup before backing up the database. This command option is valid only for 
level full backups.


-h Is used to exclude a database from the backup. 
For example:
nsrsqlsv -s bv-customer.belred.emc.com -h master -h model MSSQL:


-H Uppercase -H uses the NORECOVERY option when backing up transaction logs. It leaves the database in Restoring 
state.


-I Specifies a text file that lists multiple SQL Server save sets.
The -I option may also be specified with the nsrsqlsv command for the Backup Command attribute in the NetWorker 
client resource.


-j Performs a database consistency check before initiating the backup. 


-k Perform checksum before writing to media.
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-l Specifies the backup level. Valid values are as follows:
• Full
• Level 1 
• Incr 


Note: “Combining data objects to create backup levels” on page 57 provides more information about which backup 
levels are supported for various SQL Server data objects. 
The -l option is valid only for manual backups initiated from a Windows command prompt on a client host. For 
scheduled backups, set the backup level in the Set Level dialog box of the Schedule resource in the NetWorker 
Administrator program. Do not use the -l option when initiating a backup in the NetWorker Administrator program.


Sample outputs for each of the three different levels of backup follow:
• Full backup of the database to a specified NetWorker server:
nsrsqlsv -s server -c client  -b poolname -l full dbname


nsrsqlsv -s swraj -c SQL2012RC1Named -b Sub9VDI -l full 5


43708:(pid 6004):Start time: Sat Jan 28 09:07:42 2012


43621:(pid 6004):Computer Name: SQL2012-NODE3     User Name: Administrator


NSR_BACKUP_LEVEL: full;


NSR_CLIENT: SQL2012RC1Named.joy.com;


NSR_DATA_VOLUME_POOL: Sub9VDI;


NSR_LOG_VOLUME_POOL: Sub9VDI;


NSR_SAVESET_NAME: "MSSQL:5";


NSR_SERVER: Swraj.joy.com;


37994:(pid 6004):Backing up 5...


4690:(pid 6004):BACKUP database [5] TO 
virtual_device='EMC#4018d580-f511-4457-abc3-a62c4c3f0ff9' WITH 
name=N'EMCNWMSQL'


53085:(pid 6004):Backing up of 5 succeeded.


nsrsqlsv: MSSQL:5 level=full, 2261 KB 00:00:02      1 file(s)


43709:(pid 6004):Stop time: Sat Jan 28 09:07:49 2012


• Differential backup:
nsrsqlsv -s NetWorker_server_name -l diff my_database


nsrsqlsv: Backing up my_database...


nsrsqlsv: BACKUP database my_database TO virtual_device='BSMSQL' WITH 
differential, stats


nsrsqlsv: my_database level=diff, 719 KB 00:00:05   1 file(s)


• Incremental backup:
nsrsqlsv -s NetWorker_server_name -l incr my_database


nsrsqlsv: Backing up my_database...


nsrsqlsv: BACKUP log my_database TO virtual_device =’BSMSQL’


nsrsqlsv: my_database level=incr, 61 MB 00:00:05   1 file(s)


At least one SQL Server data item (file, filegroup, or database) must be specified, and the data items and list of data 
objects must follow all other command options and parameters on the command line.


-N Specifies the symbolic name of the save set. By default, the most common prefix of the path arguments is used as 
the save set name.


Table 28  Command options for nsrsqlsv  (page 2 of 3)


Command 
options Descriptions
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Using the nsrsqlrc command
The nsrsqlrc command recovers specified SQL Server data (files, filegroups, and 
databases) from the NetWorker server. To initiate a recovery operation, specify nsrsqlrc 
and any of its command options at a Windows command prompt. 


Command syntax for nsrsqlrc


The nsrsqlrc command syntax is as follows :


nsrsqlrc [-fjqVku] [-$ instance_name] 
[-A virtual_server_name]
[-c client_name]{[-d MSSQL:destination_dbName] 
[-e pass_phrase]
[-C file=path,file2=path2,...]}[-M [+|-]log_mark_name] 
[-R fgName1,fgName2,...] [-t date]
[-s NetWorker_server_name]
[-S normal|standby:undo_file|norecover][[-U username] 
[-P password]][-z]
[MSSQL: dbname dbname.fgName dbName.fgName.filename ...]


-P Specifies the SQL Server user password. When the -U username command option is specified, the password 
command option must also be provided, as follows:
nsrsqlsv -s NetWorker_server_name -U username


-P password MSSQL:


Use the SQL Server username and password to log onto SQL Server by using SQL Server integrated security.


-q Displays nsrsqlsv messages in quiet mode; only summary information and error messages are displayed.


-R Uses the NO_TRUNCATE option when backing up transaction logs.


-s Specifies the NetWorker server to use for the backup operation.


-S Backs up the specified data items using n stripes. 
To use backup and recovery striping successfully, see the striping configuration described in Chapter 7, “Striped 
Backup and Recovery.”


-T Performs a TRUNCATE_ONLY transaction log backup before backing up the database; valid for full backups only.


-u Continue the backup even in the event of a checksum error.


-U Specifies the SQL Server username. When this command option is specified, the -P password command option 
must also be provided, as follows:
nsrsqlsv -s NetWorker_server_name -U username -P password MSSQL:


Use the SQL Server username and password to log onto SQL Server using SQL Server integrated security.


-v Displays nsrsqlsv messages in verbose mode, providing detailed information about the progress of the backup 
operation.


-X Indicates that SQL Server internal backup compression is used.


-Z Applies to the backup of up databases for SQL Server 2005, and is usually used in the online recovery scenario 
from the command line. The -Z option specifies that the incremental (transaction log) backup after recovery is not 
promoted to full backup. Without the -Z option, the backup is promoted to full.


Table 28  Command options for nsrsqlsv  (page 3 of 3)


Command 
options Descriptions
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Command options for nsrsqlrc


Table 29 on page 141 lists the nsrsqlrc command options.


Table 29  Command options for nsrqlrc  (page 1 of 6)


Command 
options Descriptions


-$ Specifies a named SQL Server standalone instance as the source of the copy recovery. The syntax is:
-$ MSSQL$instance_name:


where:
-$ specifies to use a named instance instead of the default instance as the source for the copy recovery.
$instance_name is the name of the instance to use. 
The following example copies the database Sales from the SQL Server prod-sql, instance Venus, to the SQL Server 
test-sql, instance Mars:
nsrsqlrc -s nw_server.company.com


-c prod-sql. company.com


-d MSSQL$MARS:


-$ MSSQL$VENUS:


-d “MSSQL$MARS:Sales”


-C” ‘Sales ‘=’D:\Program Files\Microsoft SQL 
Server\MSSQL.1\MSSQL\Data\Sales.mdf',


       'Sales_log'='D:\Program Files\Microsoft SQL 
Server\MSSQL.1\MSSQL\Data\Sales_log.ldf'"


-t "Fri Dec 01 08:01:19 2006"


"MSSQL$VENUS:Sales"


If the -$ switch is used, and no instance is named, for example "-$ MSSQL:", or the -$ switch is omitted, the default 
instance is used.


-A Specifies the virtual server name when SQL Server is configured to run as a clustered service in an MSCS cluster. 
Chapter 6, “Cluster Servers Backup and Recovery,” provides more information.


-c Specifies the NetWorker client name from which the SQL Server data is to be recovered.
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-C Copies the database being restored to either the same SQL Server or a different SQL Server. It can be used for 
normal, copy, and partial restores. Use the relocation list to specify new locations for recovered database files. The 
relocation list is composed of pairs of logical database filenames and fully qualified domain database filename 
relocation paths. Specify the relocation list only when restoring a database. Each filename and relocation path is 
joined by the equal sign (=), and pairs are delimited in the list by commas. 
The syntax is:
["][’] file[’]=[’]path[’],[’] file2[’]=[’]path2[’],...["]


For example, to copy a database named Project from a client host named ClientHost1 to a different location on 
ClientHost1, specify the relocation list for the database files, but do not include the client host name command 
option:
nsrsqlrc -s NetWorker_server_name


-d MSSQL:CopyOfProject


-C Project_Data=C:\Relocation\Path\Project_Data.mdF,


Project_Data2=C:\Relocation\Path\Project_Data2.ndF,...,


Project_Log=C:\Relocation\Path\Project_Log.ldF MSSQL:Project


The relocation list may be enclosed by double quotes to allow for spaces in the relocation elements and 
pathnames. A logical filename or relocation path may be enclosed by single quotes to also allow for spaces. If a 
filename or path contains a single quote, precede the single quote with another single quote to prevent the NMM 
from parsing the single quote as a delimiter, for example:
nsrsqlrc -s NetWorker_server_name


-d MSSQL:CopyOfProject


-C "’File’=C:\Relocate Dir\Path\,


=’C:\Relocate Dir\Path\’,...,


’=C:\Relocate Dir\Path\’’" MSSQL:Project


When no relocation list is specified, NMM reads the source database filenames and location from the client index 
metadata or the backup. This information is used to generate a default list by relocating all files to the default SQL 
data path for the target SQL Server. The filenames are guaranteed to be unique, but sufficient disk space is not 
ensured.


-d Performs a copy operation. The copy operation recovers SQL Server data from a client host to another database 
name on the same client host. The syntax is:
nsrsqlrc -s NetWorker_server_name -C client_name -d


MSSQL:destination_dbname MSSQL:source_dbname


where:
destination_dbName is the name of the SQL database to which the source database is to be recovered.
source_dbName is the name of the SQL database to restore.
When -C, -M, -R, or -d are used, the list of data items can include only one database. The list of data items must 
follow all other command options and parameters on the command line. “Backup and restore command syntax for 
SQL Server data” on page 54 provides detailed guidelines on formatting these parameters.


-e Enables use of an alternate pass phrase with AES encryption when recovering data.


-f Performs a recovery operation by replacing the target database with the source. This option recovers a source 
database to an existing, incompatible database of the same name on the target host. This option is also used to 
recover damaged files.


-j Performs a database consistency check between the SQL Server data backup and the recovered SQL Server data. 


-k Perform checksum before reading from media.


Table 29  Command options for nsrqlrc  (page 2 of 6)


Command 
options Descriptions
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-M Performs a SQL Server data recovery of the named transaction specified in log_mark_name (SQL Server 2005 
only). 
How the mark name is prefixed, determines how the data will be recovered:
When the mark name is prefixed with a plus sign (+), the data is recovered to and includes the named transaction. 
When the mark name is prefixed with a minus sign (-), the data is recovered up to the named transaction. 
The log_mark_name should immediately follow the plus or minus symbol. The use of a space separator is not 
allowed. The default is the plus sign.
For example, to recover the SQL data to and include the named transaction transaction_mark, enter the following 
command:
nsrsqlrc -s NetWorker_server_name


-M +transaction_mark MSSQL:dbName


To recover the SQL data only to the named transaction transaction_mark, enter the following command:
nsrsqlrc -s NetWorker_server_name


-M -transaction_mark MSSQL:dbName


Only one SQL Server database may be specified, and the database must follow all other command options and 
parameters on the command line.


-P Specifies the SQL Server user password. When the -U username command option is specified, the password 
command option must also be provided, as follows:
nsrsqlrc -s NetWorker_server_name -U username


-P password MSSQL:


Use the SQL Server username and password to log onto SQL Server using SQL Server integrated security.


-q Displays nsrsqlrc messages in quiet mode, which provides minimal information about the progress of the restore 
operation, including error messages.


Table 29  Command options for nsrqlrc  (page 3 of 6)


Command 
options Descriptions
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-R Performs a partial database recovery or a piecemeal recovery of the specified filegroups. This command option is 
not available with other versions of SQL Server. The partial database recovery operation restores specific 
filegroups from a single full SQL Server database backup. Supply the filegroups to the -R command option in a list, 
with items separated by commas. The -C parameter may be used, and should specify all files for the database. The 
-d parameter is also required:
nsrsqlrc -s NetWorker_server_name


-R ["][’]fgName[’],[’]fgName2[’],[’]...[’]["]


-C Project_Data=C:\Relocation\Path\Project_Data.mdF,


Project_Data2=C:\Relocation\Path\Project_Data2.ndF,..., 
Project_Log=C:\Relocation\Path\Project_Log.ldF MSSQL:Project-d 
MSSQL:PartOfProject MSSQL:Project


where:
• Project is the name of the SQL database to restore.
• PartOfProject is the name of the SQL database to which the source database is to be recovered.
• fgName,... are the names of the filegroups to restore.
To allow spaces:
• Between the filegroup names for the -R option, enclose the list of filegroup names within double quotes.
• Within filegroup names, enclose each filegroup name within single quotes. 
• If a filegroup name contains a single quote, precede the single quote with another single quote to prevent the 


NetWorker software from parsing the single quote as a delimiter.
For example, to accommodate for the space in Filegroup A, the space after the first comma, and the single quote in 
Filegroup A’, use the following syntax:
-R "’Filegroup A’, ’Filegroup A’’’"


When an empty relocation list is supplied, use the following syntax:
-R ""


NMM recovers only the primary filegroup.
When -C, -M, -R, or -d are used, the list of data objects can include only one database. The list of data objects must 
follow all other command options and parameters on the command line. “Backup and restore command syntax for 
SQL Server data” on page 54 provides detailed guidelines on formatting these parameters.


-s Specifies the NetWorker server to use for the recovery operation.


Table 29  Command options for nsrqlrc  (page 4 of 6)


Command 
options Descriptions
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-S Uppercase -S performs the recovery operation according to the specified database restore mode of normal, 
standby, or no recovery. The syntax is: 
nsrsqlrc -s NetWorker_server_name -d destination_dbName -S


normal | "standby:undo_file" | norecover MSSQL:source_dbName


where: 
• destination_dbName is the name of the SQL database to which the source database is to be restored.
• source_dbName is the name of the SQL database to restore.
The recovery modes are as follows:
• The normal recovery mode recovers the database in normal, operational mode.
• The standby recovery mode activates the SQL Server STANDBY option, which forces the database to be in a 


read-only state between transaction log recovers operations. 
• The no-recovery recovery mode activates the SQL Server NORECOVER option, which places the database in an 


unloadable state after the recovery, but still able to process additional transaction log recovery operations.
For example, to recover a database named Project in normal, operational mode to a new database named 
NewProjectName, enter the following command: 
nsrsqlrc -s NetWorker_server_name -S normal


-d MSSQL:NewProjectName MSSQL:Project


To recover the database in standby mode, the standby parameter must be immediately followed by a colon, and 
the standby undo file location and filename must be specified. If a filename or location contains a space, enclose 
the filename or location within double quotes, for example: 
nsrsqlrc -s NetWorker_server_name 


-S "standby:C:\temp\undo filename" 


-d MSSQL:NewProjectName MSSQL:Project


-t Restores SQL Server data as of the specified date. When the date of a backup version occurs before or is 
equivalent to the date, the backup version is recovered. Follow the nsr_getdate command syntax guidelines when 
formatting the date. To avoid adversely affecting the database, do not use the -t option if restoring a file or 
filegroup.


-u Continue the recovery even in the event of a checksum error.


Table 29  Command options for nsrqlrc  (page 5 of 6)
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Sample recovery command lines


In an active mirror session, the user interface prevents a piecemeal recovery of the 
principal database to a different location. However, a piecemeal recovery can be 
performed from the command line.


Sample command line for a piecemeal recovery of the primary filegroup (MDF & LDF) and 
filegroup "a" (NDF) of AcmeBank to the new database AcmeOnline: 


nsrsqlrc 
-s "bv-v-cgd2.belred.legato.com" 
-c "bv-v-cgd2.belred.legato.com" 
-$ "MSSQL$THREE:" 
-R "'PRIMARY','a'" 
-d "MSSQL$THREE:AcmeOnline" 
-C "'AcmeBank'='E:\Data\AcmeOnline.mdf',
'AcmeBank_log'='E:\Data\AcmeOnline_log.ldf',
'AcmeBank1'='E:\Data\AcmeOnline1.ndf'" 
-t "Wed Sep 14 13:31:46 2005" 
"MSSQL$THREE:AcmeBank" 


The AcmeOnline database name and file locations are different from AcmeBank.


-U Specifies the SQL Server username. When the username command option is specified, the -P password command 
option must also be provided, for example:
nsrsqlrc -s NetWorker_server_name -U username -P password MSSQL:


Use the SQL Server username and password to log onto SQL Server by using SQL Server integrated security.


-V Verifies the SQL Server database selected for the recovery. The -V command option verifies only that the selected 
database backup is suitable for restoring, the backup is not recovered. The syntax is: 
nsrsqlrc -s NetWorker_server_name -V MSSQL:dbName


-z Enables implementation of a recovery plan in independent command line operations. Normally NMM builds the 
recovery plan, ensuring all the required backups are available and executed in the proper order and with the 
proper options. The –z option removes NMM safety checks.
This option is used in more complex recoveries. For example, given a backup history of:
savetime 1:00 – Full
savetime 2:00 – Incr
savetime 3:00 – Incr
To recover multiple backups and restore a database in a single command use:
nsrsqlrc ... -t “savetime 3:00” ...


This recovers the entire recovery chain, from the first full backup to the last incremental backup.
To recover this recovery chain and restore a database in a series of independent commands use:
nsrsqlrc ... -s norecovery -t “savetime 1:00” ...


nsrsqlrc ... -z -S norecovery -t “savetime 2:00” ...


nsrsqlrc ... -s -S norecovery -t “savetime 3:00” ...


These three commands recover each backup individually. The -z option leaves the database ready for more 
restores. The final command recovers the last incremental backup and brings the database on-line.
The database is not available for general usage until after the final recovery completes. Any missing, incorrect, or 
out of order save times will result in SQL Server reporting errors.


Table 29  Command options for nsrqlrc  (page 6 of 6)


Command 
options Descriptions
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Using the nwmssql command
The nwmssql command invokes the NetWorker User for SQL Server program, the client 
graphical user interface. 


To run the NetWorker User for SQL Server program from the Windows Start menu, select 


Programs > EMC NetWorker > NetWorker User for SQL Server.


To create a desktop shortcut, go to the <install_path>\nsr\bin directory and drag the 
nwmssql.exe file to your desktop while pressing the [Ctrl] key.


Command options for nwmssql


Table 30 on page 147 lists the nwmssql command options.


nwmssql [-t] -s NetWorker_server_name


Backup and restore command syntax for SQL Server data
With the standard NetWorker backup and restore commands (nsrsqlsv and nsrsqlrc), use 
the additional command syntax shown in Table 31 on page 148 to back up or restore SQL 
Server data. 


Enter the NetWorker commands with the SQL Server data syntax for either scheduled or 
manual backups as follows:


◆ Scheduled backup — In the NetWorker Administrator program, type the command in 
the Backup Command attribute of the Create Client or Modify Client dialog box.


◆ Manual backup — Type the command at the Windows command prompt on the 
NetWorker server or client.


At least one SQL Server data item (file, filegroup, or database) must be specified for a 
manual backup or restore.


Table 30  Command options for nwmssql 


Command options 
for nwmssql Description


-s Specifies the NetWorker server to use.


-t Diagnoses the current backup or recovery command issued by NMM. The NetWorker User for SQL Server 
program displays the full backup or restore command in the operation status window, but does not execute 
the backup or restore operation.
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You can specify more than one data object and combine different types of data. SQL data 
objects must be specified by using the syntax shown in Table 31 on page 148.


Specifying MSSQL before each data object name is optional and does not affect the 
expression or the resulting operation. However, when MSSQL is specified, it must be 
followed by a colon (:). 


For example, the following two commands are equivalent:


nsrsqlsv -s NetWorker_server_name dbName.fgName
nsrsqlsv -s NetWorker_server_name MSSQL:dbName.fgName


In a SQL standalone named instance configuration, MSSQL$ is required, followed by the 
instance name and a colon. For example:


nsrsqlsv -s NetWorker_server_name 
MSSQL$Standalone_Named_Instance:dbName.fgName


Syntax for a named instance configuration


When the configuration contains a standalone named instances of SQL Server, the name 
of the instance should be specified before the database, as follows:


MSSQL$Standalone_Named_Instance:[dbName ...] [.fgName ...] [.fileName 
...]


For example, to back up all of the databases for instanceOne, enter the following:


nsrsqlsv -s NetWorker_server_name MSSQL$instanceOne:


To restore several filegroups for instanceTwo, specify:


nsrsqlrc -s NetWorker_server_name


MSSQL$instanceTwo:dbName.fgName


Table 31  Command syntax for SQL Server data


SQL Server data Syntax for SQL Server data objects


All databases in the SQL Server 
storage hierarchy (optional) 


MSSQL:


Entering MSSQL: yields a default instance level backup of all databases on the SQL Server 
host.


Specified databases MSSQL:dbName


or
[MSSQL:dbName MSSQL:dbName2 ...]


All filegroups in specified 
databases


MSSQL:dbName.


or
[MSSQL:dbName. MSSQL:dbName2 ...]


Specified filegroups in specified 
database


MSSQL:dbName.fgName


or
[MSSQL:dbName.fgName MSSQL:dbName.fgName2 MSSQL:dbName2.fgName 
MSSQL:dbName2.fgName2 ...]


Specified files in specified 
filegroups in specified databases


MSSQL:dbName.fgName.filename 


or
[MSSQL:dbName.fgName.filename MSSQL:dbName.fgName2.filename 
MSSQL:dbName2.fgName.filename MSSQL:dbName2.fgName2.filename ...]
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MSSQL$instanceTwo:dbName.fgName2


In case of a SQL cluster environment, specify the -A and -c options with the SQL virtual 
server name. For example:


nsrsqlsv -s NetWorker_server_name -A SQL_virtual_server_DNS_name -c 
SQL_virtual_server_DNS_name MSSQL:


where:


◆ NetWorker_server_name is the hostname of the NetWorker server.


◆ SQL_virtual_server_DNS_name is the Domain Name System (DNS) name for the SQL 
Server virtual server. 


A client resource should be created under this name.


For scheduled saves of a SQL virtual server client, it is not necessary to specify -A or -c 
option with the SQL virtual server name. The savegrp process automatically specifies the 
virtual server name to the nsrsqlsv process by using the -m option.


The nsrsqlsv and nsrsqlrc commands only support specification of a single instance. If 
save sets for more than one instance are specified, the backup fails. The nsrsqlrc 
command supports mixing of instances for a copy restore operation. 


Syntax for names containing a period, backslash, or colon


NMM provides command line syntax that enables you to back up and restore filenames, 
filegroups, and databases containing a period (.), backslash (\), or colon (:). By entering a 
backslash before the period or backslash, the nsrsqlsv and nsrsqlrc commands interpret 
the period or backslash as a literal character.


Table 32 on page 150, Table 33 on page 150, Table 34 on page 150, and Table 35 on 
page 151 show the syntax for filenames, filegroups, and databases containing a period, 
backslash, colon, or any combination of the three. 


The following notes apply to the information in the tables:


◆ The syntax shown in the right column applies to both the nsrsqlsv or nsrsqlrc 
commands.


◆ The notation MSSQL: is optional only for the nsrsqlsv command.


◆ A single period (.) continues to delimit SQL identifiers.


◆ The syntax also applies to named instances.


◆ The backslash period (\.) character sequence replaces each literal period in the SQL 
identifier.


◆ The double backslash (\\) character sequence replaces each literal backslash in the 
SQL identifier.
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Table 32  Command syntax for names containing a period 


Name visible from SQL utilities Equivalent command-line syntax


SQL database named MyDatabase.COM MSSQL:MyDatabase\.COM
MSSQL$MyInstance:MyDatabase\.COM


SQL filegroup named MyFileGroup.2 for the SQL database 
named MyDatabase.COM


MyDatabase\.COM.MyFileGroup\.2
MSSQL:MyDatabase\.COM.MyFileGroup\.2
MSSQL$MyInstance:MyDatabase\.COM.MyFileGroup\.2


SQL file named MyFile.2, which is a member of the SQL 
filegroup named MyFileGroup.2 for the SQL database named 
MyDatabase.COM


MyDatabase\.COM.MyFileGroup\.2.MyFile\.2
MSSQL:MyDatabase\.COM.MyFileGroup\.2.MyFile\.2
MSSQL$MyInstance:MyDatabase\.COM.MyFileGroup\.2.MyFile\.2


Table 33  Command syntax for names containing a backslash


Name visible from SQL utilities Equivalent command-line syntax


The SQL database named MyDatabase\COM MyDatabase\\COM


MSSQL:MyDatabase\\COM


MSSQL$MyInstance:MyDatabase\\COM


The SQL filegroup named MyFileGroup\2 for the SQL database 
named MyDatabase\COM


MyDatabase\\COM.MyFileGroup\\2


MSSQL:MyDatabase\\COM.MyFileGroup\\2


MSSQL$MyInstance:MyDatabase\\COM.MyFileGroup\\2


The SQL file named MyFile\2, which is a member of the SQL 
filegroup named MyFileGroup\2 for the SQL database named 
MyDatabase\COM


MyDatabase\\COM.MyFileGroup\\2.MyFile\\2


MSSQL:MyDatabase\\COM.MyFileGroup\\2.MyFile\\2


MSSQL$MyInstance:MyDatabase\.COM.MyFileGroup\.2
.MyFile\\2


The SQL database named MyDatabase\COM MyDatabase\\COM


MSSQL:MyDatabase\\COM


MSSQL$MyInstance:MyDatabase\\COM


Table 34  Command syntax for names containing a colon


Name visible from SQL utilities Equivalent command-line syntax


SQL database named MyDatabase:COM MyDatabase:COM


MSSQL:MyDatabase:COM


MSSQL$MyInstance:MyDatabase:COM


SQL filegroup named MyFileGroup:2 for the SQL database 
named MyDatabase:COM


MyDatabase:COM.MyFileGroup:2


MSSQL:MyDatabase:COM.MyFileGroup:2


MSSQL$MyInstance:MyDatabase:COM.MyFileGroup:2


SQL file named MyFile:2, which is a member of the SQL 
filegroup named MyFileGroup:2 for the SQL database 
named MyDatabase:COM


MyDatabase:COM.MyFileGroup:2.MyFile:2


MSSQL:MyDatabase:COM.MyFileGroup:2.MyFile:2


MSSQL$MyInstance:MyDatabase:COM.MyFileGroup:2.M
yFile:2

150 EMC NetWorker Module for Microsoft for SQL VDI Release 3.0 User Guide







Command Line Interface

Table 35  Command syntax for names containing periods, back slashes, and colons 


Name visible from SQL utilities Equivalent command-line syntax


SQL filegroup named My/FileGroup.2 for the SQL database 
named My:Database.COM


My:Database\.COM.My\\FileGroup\.2
MSSQL: My:Database \.COM.My\\FileGroup\.2
MSSQL$MyInstance: My:Database\.COM.My\\FileGroup\.2
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Disaster Recovery


This chapter includes the following sections:
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Overview


The SQL Server databases must be restored in the correct order. Follow the database 
restore steps in Chapter 5, “Data Recovery.”


Because of the many variations of system configurations, providing recovery instructions 
for all possible disasters is not practical. The examples that follow provide general 
principles and procedures for restoring data. Before beginning a SQL Server disaster 
recovery, review the following:


◆ NetWorker Disaster Recovery Guide


◆ NetWorker Release Notes


◆ Microsoft SQL Server Books Online


Disaster recovery features
NMM provides the following features for disaster recovery:


◆ System database restore automation — Certain system databases require SQL Server 
service control, including the master and the msdb databases. NMM automates the 
control of these services as follows:


• For the master database, the SQL Server restarts in single-user mode as required 
by SQL Server.


• For the msdb database, the SQL Agent shuts down to close connections to the 
msdb database.


NMM does not support snapshot backup or recovery of the SQL Server master 
database. Use a traditional backup to restore the master system database during a 
disaster recovery.


◆ Database restore order — When restoring a complete backup of all databases, or when 
restoring certain system databases, the restore must occur in a specific order. When 
system databases are present in the restore list, the NMM ensures that the restore 
order follows SQL Server procedures as follows:


a. The master database is always restored first. This ensures that metadata present in 
the master database is correct for all subsequent restored databases.


b. The msdb database is always restored after the master database and before all 
other databases. This ensures that scheduling and other system data present in 
the msdb database are correct for all subsequent restored databases.


c. The model database is always restored after master and msdb databases, and 
before all other databases. This ensures that the database configuration is correct 
for all subsequent databases.
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◆ SQL Server startup complete detection — When the SQL Server starts, it launches a 
database startup process. SQL Server enables user connections while the startup 
process is running. However, if the startup process is interrupted by a database 
RESTORE query, any database that has not yet started is marked as suspect. When the 
interruption occurs, subsequent restores of the msdb database fails. Subsequent 
restores of any user database might also fail unless the Overwrite the Existing 
Database attribute is specified in the Properties dialog box.


NMM waits for SQL Server to complete the database startup process for all databases 
before starting a restore. NMM waits for the restore of the master database to 
complete. This wait process enables a proper restore of the msdb database and user 
databases following a SQL Server startup. 


Always use the -f option with the nsrsqlrc command for restore operations that follow 
a SQL Server startup.


◆ Overwriting capability — Use the Files tab in the Properties dialog box of the 
NetWorker User for SQL Server program to specify overwriting all databases during a 
restore.


NMM does not handle all dependent services. When restoring application services, 
such Metadata or Replication services, as well as the databases on which these 
services depend, they must be manually shut down. 


NMM does not ensure that all connections to a database are closed prior to restoring a 
database as required by SQL Server. Such open connections must be manually 
terminated. The Microsoft SQL Server Books Online provides more information.


Performing disaster recovery
Use the following instructions for disaster recovery if NMM binary files or SQL Server 
binary files are damaged or lost:


◆ “When not to reinstall SQL Server” on page 156


◆ “Recovering a damaged primary disk” on page 156


◆ “Recovering a damaged binary disk” on page 156


◆ “Recovering SQL Server and NetWorker server” on page 157


◆ “Recovering SQL Server without reinstalling” on page 158


◆ “Recovering SQL Server” on page 159


◆ “Using the NetWorker User for SQL Server program to complete disaster recovery” on 
page 160


The NetWorker Disaster Recovery Guide provides more information about using NetWorker 
software for disaster recovery.
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When not to reinstall SQL Server


During a disaster recovery of SQL Server, do not reinstall SQL Server if the following 
applies:


◆ A recent NetWorker backup of the ALL save set exists.


◆ SQL Server was installed prior to the creation of the ALL backup version.


◆ SQL backups for all of the SQL Server databases exist.


If SQL Server is already installed when the ALL backup is performed, critical state 
information for SQL Server is backed up as part of the ALL save set. When the ALL save set 
contains this information, and backups for all of the SQL Server databases exist, the SQL 
Server can be reinstated by only restoring the ALL save set and the SQL databases. 


Recovering a damaged primary disk


If the primary disk with critical SQL Server data is damaged, do the following:


1. Shut down SQL Server.


2. Run the Rebuild Master utility, rebuildm, located in the SQL …\Binn directory.


The Rebuild Master utility requires SQL system database files in the Data directory of 
the SQL Server installation CD-ROM or shared network drive.


• Copy these files from the installation CD-ROM to a temporary location.


• Remove the read-only attributes. 


• Direct the Rebuild Master utility to use the temporary location as the source 
directory for data files.


3. Restart SQL Server.


4. Use the replace option to restore the SQL Server master database and the msdb 
database. 


5. Restore the other SQL application databases.


To run steps 4 and 5 as a single operation from the command line, enter the following: 
nsrsqlrc -s... -f MSSQL:


To use the NetWorker User for SQL Server to complete steps 4 and 5, see “Using the 
NetWorker User for SQL Server program to complete disaster recovery” on page 160. 


Recovering a damaged binary disk


If the disk with the SQL Server binaries is damaged, do the following:


1. Shut down SQL Server.


2. Restore the ALL save set. For more information about the ALL save set, see “When not 
to reinstall SQL Server” on page 156.


3. Restart the computer.
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4. Shut down SQL Server.


5. Run the Rebuild Master utility, rebuildm, located in the SQL …\Binn directory.


The Rebuild Master utility requires SQL system database files in the Data directory of 
the SQL Server installation CD-ROM or shared network drive.


• Copy these files from the installation CD-ROM to a temporary location


• Remove the read-only attributes. 


• Direct the Rebuild Master utility to use the temporary location as the source 
directory for data files.


6. Restart SQL Server.


7. Use the replace option to restore the SQL Server master database and the msdb 
database.


8. Restore the other SQL application databases.


To run steps 7 and 8 as a single operation from the command line, enter the following: 
nsrsqlrc -s... -f MSSQL:


To use the NetWorker User for SQL Server to complete steps 7 and 8, see “Using the 
NetWorker User for SQL Server program to complete disaster recovery” on page 160.


Recovering SQL Server and NetWorker server


If the disks with the SQL Server binaries and the NetWorker online indexes (the nsr file 
system) or the SQL Server data are damaged, then perform the following steps:


1. Restore the NetWorker binaries and online indexes. The NetWorker Disaster Recovery 
Guide provides details.


2. Reinstall the NetWorker software.


• If the computer that failed was the NetWorker server, reinstall the NetWorker server 
software.


• If the computer that failed was a NetWorker client, reinstall the NetWorker client 
software.


3. Restore the ALL save set. “When not to reinstall SQL Server” on page 156 provides 
more information about the ALL save set.


4. Restart the computer.


5. Shut down SQL Server services if they are running.


The Rebuild Master utility requires SQL system database files in the Data directory of 
the SQL Server installation CD-ROM or shared network drive.


• Copy these files from the installation CD-ROM to a temporary location.


• Remove the read-only attributes.


• Direct the Rebuild Master utility to use the temporary location as the source 
directory for data files.
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6. Run the Rebuild Master utility, rebuildm, in the SQL …\Binn directory.


7. Restart SQL Server.


8. Use the replace option to restore the SQL Server master database and the msdb 
database.


9. Restore the other SQL application databases.


To run steps 8 and 9 as a single operation from the command line, enter the following:
nsrsqlrc -s... -f MSSQL:


To use the NetWorker User for SQL Server to complete steps 8 and 9, see “Using the 
NetWorker User for SQL Server program to complete disaster recovery” on page 160. 


Recovering SQL Server without reinstalling


Use this procedure to recover the SQL Server when the server does not need to be 
reinstalled. “When not to reinstall SQL Server” on page 156 provides more detail.


To perform a disaster recovery of the SQL Server without reinstalling it:


1. Reinstall the operating system.


2. Reinstall the NetWorker software.


• If the computer that failed was the NetWorker server, reinstall the NetWorker server 
software.


• If the computer that failed was a NetWorker client, reinstall the NetWorker client 
software.


3. Restore the ALL save set. 


4. Restart the computer.


5. Shut down SQL Server.


The Rebuild Master utility requires SQL system database files in the Data directory of 
the SQL Server installation CD-ROM or shared network drive.


• Copy these files from the installation CD-ROM to a temporary location.


• Remove the read-only attributes.


• Direct the Rebuild Master utility to use the temporary location as the source 
directory for data files.


6. Run the Rebuild Master utility, rebuildm, in the SQL …\Binn directory.


7. Restart SQL Server.


8. Use the replace option to restore the SQL Server master database and the msdb 
database. 


9. Restore the other SQL application databases. The SQL Server should now be restored 
to the most recent backup.

158 EMC NetWorker Module for Microsoft for SQL VDI Release 3.0 User Guide







Disaster Recovery

To run steps 8 and 9 as a single operation from the command line, enter the following:
nsrsqlrc -s... -f MSSQL:


To use the NetWorker User for SQL Server to complete steps 8 and 9, see “Using the 
NetWorker User for SQL Server program to complete disaster recovery” on page 160. 


IMPORTANT


http://msdn.microsoft.com/en-us/library/ms144259(v=sql.100).aspx provides details 
about how you can install various SQL Server versions from the Command Prompt. Use the 
Other Versions list at the top of the page to view information for a particular SQL version.


Recovering SQL Server 


To recover the SQL Server:


1. Reinstall the operating system.


2. Reinstall the NetWorker software.


• If the computer that failed was the NetWorker server, reinstall the NetWorker server 
software.


• If the computer that failed was a NetWorker client, reinstall the NetWorker client 
software.


3. Recover or reinstall the SQL Server software. To determine if you need to reinstall the 
SQL Server software, see “When not to reinstall SQL Server” on page 156.


4. Start SQL Server.


5. Use the replace option to restore the SQL Server master database and the msdb 
database. 


6. Restore the other SQL application databases.


To run steps 5 and 6 as a single operation from the command line, enter the following:
nsrsqlrc -s... -f MSSQL:


To use the NetWorker User for SQL Server to complete steps 8 and 9, see “Using the 
NetWorker User for SQL Server program to complete disaster recovery” on page 160. 
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Disaster Recovery

Using the NetWorker User for SQL Server program to complete disaster recovery


To complete the disaster recovery by using the NetWorker User for SQL Server program:


1. Click Restore.


2. Select Normal, and then click Continue. 


3. The Restore (Normal) window appears.


4. Right-click the SQL Server root and select Mark All Databases.


5. From the Options menu, select Restore Options. 


6. The Restore Options dialog box is displayed.


7. Click Automatically Overwrite Any Database Marked for Restore, and then click OK.


8. Click Start.
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This glossary contains terms related to the NetWorker Module for Microsoft. Many of these 
terms are used in this manual.


A


ad hoc backup See manual backup.


administrator The person normally responsible for installing, configuring, and maintaining NetWorker 
software. 


Administrators group A Microsoft Windows user group whose members have all the rights and abilities of users 
in other groups, plus the ability to create and manage all the users and groups in the 
domain. Only members of the Administrators group can modify operating system files, 
maintain the built-in groups, and grant additional rights to groups.


archive volume A tape or other storage medium used for NetWorker archives, as opposed to a backup 
volume.


autochanger A mechanism that uses a robotic arm to move media among various components located 
in a device, including slots, media drives, media access ports, and transports. 
Autochangers automate media loading and mounting functions during backup and 
recovery.


B


backup group See “group.” 


backup level See “level (1-9).” 


Backup Operators group A group of Microsoft Windows users who can log on to a domain from a computer or a 
server, and back up and restore its data. Backup operators also can shut down servers or 
computers.


backup volume See “volume.” 


bootstrap A save set that is essential for the NetWorker disaster recovery procedures. The bootstrap 
is composed of three components that reside on the NetWorker server: the media 
database, the resource database, and a server index.


browse policy A NetWorker policy that determines how long entries for backed up data remain in the 
client file index.


browse time A feature of the NMM program that allows you to select the date and time of the backup 
save sets that are displayed in the Restore window, so you can restore data from previous 
backups. By default, the browse time is the current date and time.
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C


client See “NetWorker client.” 


client direct The Client Direct feature reduces bandwidth usage and bottlenecks at the storage node, 
and provides highly efficient backup data transmission.


client file index A database of information the NetWorker server maintains that tracks every database 
object, file, or file system backed up. The NetWorker server maintains a single client index 
file for each client computer. 


client resource NetWorker server resource that identifies the save sets to be backed up on a client. The 
Client resource also specifies information about the backup, such as the schedule, browse 
policy, and retention policy for the save sets.


cluster 1. A group of independent network servers that operate and appear to clients as if they 
were a single unit. 


2. A group of disk sectors. The operating system assigns a unique number to each cluster 
and then keeps track of files according to which clusters they use.


compression Compress the contents of a database before backup to generate less network traffic and 
use less backup media space. Compression can increase the backup time. 


copy restore Create a copy of a database by restoring a SQL Server 7.0 or later database backup to a 
new location or to a new database name. The copy restore type replaces the directed 
recovery operation, which existed in versions of the NetWorker Module before release 3.0.


D


default instance In a Microsoft SQL Server multiple instance configuration, the first installation of SQL 
Server on a computer is called the default instance. The name of the default instance is 
the network name for the local computer.


device 1. A storage unit that reads from and writes to storage volumes (see volume). A storage 
unit can be a tape device, optical drive, autochanger, or file connected to the server or 
storage node.


2. When dynamic drive sharing (DDS) is enabled, refers to the access path to the physical 
drive.


differential A backup level that corresponds to a NetWorker Module level (1-9) backup. All of the 
pages in a database that were modified after the last database backup are saved.


directed recovery See “copy restore.” 


directive An instruction directing the NetWorker software to take special actions on a given set of 
files for a specified client during a backup.


disaster recovery Restore and recovery of data and business operations in the event of hardware failure or 
software corruption.
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E
enabler code A special code provided by EMC that activates the software. The enabler code that unlocks 


the base features for software you purchase is referred to as a base enabler. Enabler codes 
for additional features or products (for example, autochanger support) are referred to as 
add-on enablers.


F
fake objects Data items contained in the storage hierarchy that are not available for backup. To be able 


to browse the filegroups and files contained in a database, the NetWorker User for SQL 
Server program may display these fake objects.


federated backup During federated backups, NMM detects the SQL Server preferred backup setting for the 
Availability Group and performs the backup at the preferred node.


file index See “client file index.” 


file server A computer with disks that provides services to other computers on the network.


full A backup level that corresponds to a Microsoft SQL Server database backup. The entire 
database is saved, which includes both data files and transaction log files. 


G


group A client or group of clients configured to start backing up files to the NetWorker server at a 
designated time of day.


I


incremental (i) A backup level that corresponds to a Microsoft SQL Server transaction log backup. Only 
the log file is saved.


instance A copy of SQL Server running on a computer. 


instant restore The process of copying data created during an backup back to its original location on the 
SQL Server during a recover operation. NMM supports instant restores of SQL Server 
databases.


L


level (1-9) A backup level that corresponds to a Microsoft SQL Server differential backup. All of the 
pages in a database that were modified after the last database backup are saved.


License Manager (LLM) Application that provides centralized management of product licenses.


log mark See “named log marks.” 


M


manual backup An unscheduled backup of SQL Server data, performed either with the NetWorker User for 
SQL Server program, or by running nsrsqlsv at the command prompt.
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master database The SQL Server master database contains information about all SQL Server databases on 
the SQL Server host.


media Magnetic tape or optical disks used to back up files.


media database A database that contains indexed entries about the storage volume location and the life 
cycle status of all data and volumes the NetWorker server manages.


media index See “media database.” 


media manager The NetWorker component that tracks the location status and purpose of storage media.


Microsoft Cluster Server
(MSCS)


A Microsoft Windows server feature that supports the connection of multiple servers into a 
“cluster” for higher availability of data and applications.


N


named instance An installation of SQL Server that is given a name to differentiate it from other named 
instances and from the default instance on the same computer. A named instance is 
identified by the computer name and instance name.


named log marks Named log marks are created by database applications when transactions are performed. 
The marks enable access to specific transaction points in a database transaction log 
backup.


NetWorker An EMC network-based software product for backing up and recovering file systems.


NetWorker client A computer that has the NetWorker client software installed and can access the backup 
and recover services from a NetWorker server.


NetWorker resource A component of the s software that controls the functionality of the NetWorker server and 
its clients. Examples of NetWorker resources include devices, schedules, clients, groups, 
and policies. Each resource consists of a list of attributes that defines the resource’s 
specific parameters.


NetWorker server The computer on a network running the NetWorker software, containing the online 
indexes, and providing backup and recovery services to the clients on the same network.


NetWorker storage node A storage device physically attached to another computer whose backup operations are 
administered from the controlling NetWorker server.


NetWorker SQL Adhoc
Backup Plugin


Install the graphical user interface plugin when installing NMM by selecting the option for 
it. You can perform manual backups without having to navigate between the NetWorker 
User for SQL Server GUI and the SQL Management Studio GUI. 


NetWorker User for SQL
Server


The graphical user interface for the NetWorker Module for Microsoft software. From this 
interface you can initiate manual backups as well as recoveries.


no recovery Equivalent to the SQL Server NORECOVER option, which places a database in an 
unloadable state after a restore, but enables the database to process additional 
transaction log restore operations.


notice A response to a NetWorker event.
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nsrhost The logical hostname of the computer that is the NetWorker server.


nsrsqlrc The command used to browse the SQL Server storage hierarchy and to restore files from a 
backup version.


nsrsqlsv The command used to browse the SQL Server storage hierarchy and to backup data 
objects, which consist of databases, filegroups, and files.


nwmssql The command used to invoke the NetWorker User for SQL Server program.


O


online indexes The databases located on the NetWorker server that contain all the information pertaining 
to the client backups (“client file index”) and backup volumes (“media”).


operator The person who monitors the server status, loads backup volumes into the server devices, 
and otherwise executes the day-to-day NetWorker tasks.


override A NetWorker feature that allows you to configure a different backup level for a specific date 
listed in a Schedule resource.


P


partial restore When a partial database restore is performed, the primary filegroup and associated files 
are always restored. The primary filegroup contains information necessary for restoring the 
database to the proper structure.


pathname A set of instructions to the operating system for accessing a file. An absolute pathname 
indicates how to find a file starting from the root directory and working down the directory 
tree. A relative pathname indicates how to find a file starting from the current location.


point-in-time Restore SQL Server data to a specific point in time, such as a named log mark or 
transaction time within a backup version.


pool A feature that enables you to sort backup data to selected volumes. A pool contains a 
collection of backup volumes to which specific data has been backed up.


primary The SQL server primary filegroup contains information necessary for restoring a database 
to the proper structure. When a partial database restore is performed, the primary 
filegroup and associated files are always restored. 


primary storage A SQL server storage subsystem that contains SQL data and any persistent snapshot 
backups of the data.


promotion When the server performs a backup at a higher level than originally requested. For 
example, the server performs a level full backup when a level differential backup was 
requested.


proxy client A surrogate client that performs the NetWorker save operation for the client that requested 
the backup.
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R


recovery model The Microsoft SQL Server recovery model represents the trade-offs made when deciding 
which databases to back up and how often, and the impact back up and restore time have 
on system performance. Recovery models include: full, bulk_logged, and simple.


recycle-able volume A volume whose data has passed both its browse and retention policies and is available 
for relabeling.


Registry A database of configuration information central to Microsoft Windows operations. It 
contains all Windows settings and provides security and control over system, security, and 
user account settings.


relocation list The relocation list is used during a normal or copy restore type operation to specify where 
to locate the restored files. The list is composed of pairs of logical database filenames and 
fully qualified domain database filename relocation paths.


relocation path See “relocation list.” 


restore The process of retrieving individual data files from backup storage and copying to disk.


restore mode The restore mode instructs the NMM on how to interact with a database after a restore 
operation has completed. Restore modes correspond to SQL Server database restore 
options and include: normal, no recovery, and standby.


restore time The restore time controls which backup data should be reinstated when a database is 
restored; may also control which portions of a level incremental backup are to be restored, 
when you inform the NMM to discard transactions performed after a given time.


restore type The restore type is based on the level and type of backup created, as well as the set of 
data needed to restore from a backup. The restore type must be specified before browsing 
and selecting objects to restore. Restore types include normal, copy, partial, and verify 
only.


retention policy A NetWorker policy that determines how long entries are retained in the media database.


rolloveronly backup A backup method that employs a “proxy client” to move the data from primary storage on 
the application server host computer to secondary storage.


root item The top level data object in a SQL Server storage hierarchy.


S
save The NetWorker command that backs up client files to backup volumes and makes data 


entries in the online index. See also ”nsrsqlsv.” 


save set A set of files backed up onto storage media using the NetWorker software.


save set ID An internal identification number that NetWorker software assigns to a save set.


scanner The NetWorker command used to read a backup volume when the online indexes are no 
longer available.
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scheduled backup A type of backup that is configured to start automatically at a specified time for a group of 
one or more NetWorker clients. Scheduled backups are configured using either the 
NetWorker Configuration Wizard, or the NetWorker Administrator program on the 
NetWorker server.


secondary storage A storage library attached to the NetWorker server or storage node, used to store 
traditional or snapshot backups. A NetWorker server Device resource must be configured 
for each secondary storage device. See also ”primary storage.” 


stand-alone device A storage device that contains a single drive for backing up data. Stand-alone devices 
cannot store or automatically load backup volumes.


standby Equivalent to the SQL Server STANDBY option, which forces a database to be in a read-only 
state between transaction log restore operations.


stripes One or more streams of data that may be extracted in parallel from a database, and 
written in parallel to multiple media devices, such as tape drives.


sysadmin System administrator account, or system account, one having full privileges.


SQL Server AlwaysOn
Availability Group


SQL Server 2012 AlwaysOn allows for the more granular control of an environment with 
the introduction of AlwaysOn Availability Groups (AAG’s). By using AAG, groups of 
databases can be configured to failover all together when there is a problem with the host 
server. SQL Server AlwaysOn provides a high-availability and disaster-recovery solution for 
SQL Server 2012. It makes use of existing SQL Server features, particularly Failover 
Clustering, and provides new capabilities such as availability groups. 


T


traditional backup A NMM backup operation that uses the NetWorker “XBSA” API. These operations are 
referred to as “traditional” because this method has been in use since the NetWorker 
Module was first released.


traditional restore A NMM restore operation that use the NetWorker “XBSA” API. 


transaction log A SQL Server transaction log contains named transactions or listings of changed files of a 
SQL Server database. Transaction logs can be truncated prior to a full database backup or 
backed up separately by performing an incremental level backup.


truncate Equivalent to the SQL Server TRUNCATE_ONLY option, which causes the transaction log 
files to be truncated before creating a backup.


V


verify-only restore Verifies the backup media for the selected SQL Server backups. Selecting the verify-only 
restore type does not restore any SQL Server data. In addition, when verify-only is 
specified, item-level properties for database, filegroup, and file objects are not available.


virtual server In a Microsoft Cluster Server configuration, SQL Servers appear as a set of two nodes and 
virtual servers. Each node is a physical computer with its own IP address and network 
name, and the virtual servers have their own IP addresses and network names. Each 
virtual server also owns a subset of shared cluster disks and is responsible for starting 
cluster applications that can fail over from one cluster node to another.
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volume A unit of storage media, such as a magnetic tape, an optical disk, or a file. A storage 
device reads from and writes to volumes, which can be physical units (for example, a 
labeled tape cartridge) or logical units (for example, optical media can store multiple 
volumes on a single physical platter).


volume ID The internal identification NetWorker software assigns to a backup volume


volume name The name assigned to a backup volume when it is labeled.


X


XBSA Acronym for X/Open Backup Services Application Programming Interface, which connects 
NetWorker functionality to the NetWorker Module.


xlog See “transaction log.” 
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PREFACE


As part of an effort to improve its product lines, EMC periodically releases revisions of its 
software and hardware. Therefore, some functions described in this document might not 
be supported by all versions of the software or hardware currently in use. The product 
release notes provide the most up-to-date information on product features.


Contact your EMC representative if a product does not function properly or does not 
function as described in this document.


Note: This document was accurate at publication time. Go to EMC Online Support 
(support.emc.com) to ensure that you are using the latest version of this document.


Purpose
This guide contains information about using the NetWorker Module for Microsoft (NMM) 
Release 3.0 software to back up and recover Microsoft SQL Server using the Virtual Device 
Interface technology. 


IMPORTANT


The NetWorker Module for Microsoft Release 3.0 Administration Guide supplements the 
backup and recovery procedures described in this guide and must be referred to when 
performing application-specific tasks. Ensure to download a copy of the NetWorker 
Module for Microsoft Release 3.0 Administration Guide from EMC Online Support 
(support.emc.com) before using this guide. 


Audience
This guide is part of the NetWorker Module for Microsoft documentation set, and is 
intended for use by system administrators during the setup and maintenance of the 
product. 


Readers should be familiar with the following technologies used in backup and recovery:


◆ EMC NetWorker software


◆ EMC NetWorker snapshot management


◆ Microsoft Volume Shadow Copy Service (VSS) technology
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Related documentation
Table 1 on page 12 lists the EMC publications that provide additional information.


Table 1  EMC publications for additional information


Guide names Description


NetWorker Module for Microsoft Release 3.0 Release 
Notes


Contain information about new features and changes, problems fixed 
from previous releases, known limitations, and late breaking information 
that was not updated in the remaining documentation set.


NetWorker Module for Microsoft Release 3.0 
Installation Guide


Contains preinstallation, installation, silent installation, and post 
installation information about NMM.


NetWorker Module for Microsoft Release 3.0 
Administration Guide


Contains information common to all the supported Microsoft 
applications that can be backed up and recovered by using NMM.


NetWorker Module for Microsoft for SQL and SharePoint 
VSS Release 3.0 User Guide


Contains information about backup and recovery of SQL Server VSS and 
SharePoint Server VSS by using NMM.


NetWorker Module for Microsoft for SQL VDI Release 
3.0 User Guide


Contains information about backup and recovery of SQL Server VDI by 
using NMM.


NetWorker Module for Microsoft for Exchange VSS 
Release 3.0 User Guide


Contains information about backup and recovery of Exchange Server VSS 
by using NMM.


NetWorker Module for Microsoft for Windows Bare 
Metal Recovery Solution Release 3.0 User Guide


Contains information about Windows Bare Metal Recovery (BMR)
solution by using NetWorker and NMM), how this solution works, and the 
procedures that you are required to follow for disaster recovery of the 
supported Microsoft applications.


NetWorker Module for Microsoft Performing Exchange 
Server Granular Recovery by using EMC NetWorker 
Module for Microsoft with Ontrack PowerControls 
Release 3.0 Technical Notes


Contains supplemental information about using NMM with Ontrack 
PowerControls to perform granular level recovery (GLR) of deleted 
Microsoft Exchange Server mailboxes, public folders, and public folder 
mailboxes.


NetWorker Cloning Integration Guide Contains planning, practices, and configuration information for using the 
NetWorker, NMM, and NMDA cloning feature.


NetWorker SolVe Desktop The NetWorker SolVe Desktop is an executable download that can be 
used to generate precise, user-driven steps for high demand tasks 
carried out by customers, support, and the field.


NetWorker Licensing Guide Provides information about licensing NetWorker and its modules.


NetWorker Software Compatibility Guide Includes a list of supported client, server, and storage node operating 
systems for the following software products: NetWorker and NetWorker 
application modules and options (including deduplication and 
virtualization support), AlphaStor, Data Protection Advisor, and 
HomeBase.


NetWorker Data Domain Deduplication Devices 
Integration Guide


Provides planning and configuration information on the use of Data 
Domain devices for data deduplication backup and storage in a 
NetWorker environment.


NetWorker Avamar Integration Guide Provides planning and configuration information on the use of Avamar in 
a NetWorker environment.


NetWorker documentation set Provides the documentation that is available with NetWorker.
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Conventions used in this document
EMC uses the following conventions for special notices:


NOTICE is used to address practices not related to personal injury.


Note: A note presents information that is important, but not hazard-related.


IMPORTANT


An important notice contains information essential to software or hardware operation.


Typographical conventions


EMC uses the following type style conventions in this document:


Normal
• Names of interface elements, such as names of windows, dialog boxes, 


buttons, fields, and menus
• Names of resources, attributes, pools, Boolean expressions, buttons, 


DQL statements, keywords, clauses, environment variables, functions, 
and utilities


• URLs, pathnames, filenames, directory names, computer names, links, 
groups, service keys, file systems, and notifications


Bold


• Names of interface elements, such as names of windows, dialog boxes, 
buttons, fields, and menus


• What the user specifically selects, clicks, presses, or types


Italic
• Full titles of publications referenced in text
• Emphasis, for example, a new term
• Variables


Courier


• System output, such as an error message or script
• URLs, complete paths, filenames, prompts, and syntax when shown 


outside of running text


Courier bold


Courier italic


• Variables on the command line
• User input variables 


< >


[ ]


|


{ }


...


Used in running (nonprocedural) text for:


Used in running (nonprocedural) text for names of commands, daemons, 
options, programs, processes, services, applications, utilities, kernels, 
notifications, system calls, and man pages


Used in procedures for:


Used in all text (including procedures) for:


Used for:


Used for specific user input, such as commands


Used in procedures for:


Angle brackets enclose parameter or variable values supplied by the user 


Square brackets enclose optional values


Vertical bar indicates alternate selections — the bar means “or”


Braces enclose content that the user must specify, such as x or y or z


Ellipses indicate nonessential information omitted from the example
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Where to get help
EMC support, product, and licensing information can be obtained as follows:


Product information — For documentation, release notes, software updates, or 
information about EMC products, licensing, and service, go to the EMC online support 
website (registration required) at:


support.emc.com


Technical support — For technical support, go to EMC online support and select Support. 
On the Support page, you will see several options, including one to create a service 
request. Note that to open a service request, you must have a valid support agreement. 
Contact your EMC sales representative for details about obtaining a valid support 
agreement or with questions about your account.


Online communities — Visit EMC Community Network at community.emc.com for peer 
contacts, conversations, and content on product support and solution. Interactively 
engage online with customers, partners, and certified professionals for all EMC products.


Your comments
Your suggestions will help us continue to improve the accuracy, organization, and overall 
quality of the user publications. Send your opinions of this document to:


BRSdocumentation@emc.com
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CHAPTER 1
Introduction


The following topics provide an introduction to using EMC NetWorker Module for Microsoft 
as a complete backup and recovery solution for Microsoft Hyper-V environments:


◆ Overview.................................................................................................................  18
◆ Microsoft Hyper-V environments .............................................................................  18
◆ How NMM works with Hyper-V.................................................................................  20
◆ Using NMM with Hyper-V .........................................................................................  21
◆ Required privileges .................................................................................................  26
◆ Example Hyper-V configurations..............................................................................  26
◆ Backup overview.....................................................................................................  31
◆ Recovery overview...................................................................................................  38
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Introduction

Overview
Microsoft Hyper-V is a hypervisor-based server virtualization product for Microsoft 
Windows Server 2008, 2008 R2, and 2012. Hyper-V enables you to create multiple virtual 
machines (VMs) on a single physical server to consolidate workloads. 


EMC® NetWorker® Module for Microsoft (NMM) provides image level backup and recovery 
of the Microsoft Hyper-V role installed on the following operating systems:


◆ Windows Server 2008
◆ Windows Server 2008 R2
◆ Windows Server 2012
◆ Server Core installations for Windows Server 2008, 2008 R2, and 2012


NMM utilizes the Hyper-V VSS Writer to back up and recover the following:


◆ Hyper-V Initial Store configuration file (or, in Windows Server 2012, the host 


component/parent partition)


◆ Each VM


Hyper-V cluster shared volume backup and restore is supported on Microsoft Windows 
Server 2008 R2 or 2012.


The following topics explain the architecture of a Microsoft Hyper-V environment, and how 
NMM fits in the environment to provide backup and recovery:


◆ “Microsoft Hyper-V environments”  on page 18
◆ “How NMM works with Hyper-V”  on page 20
◆ “Using NMM with Hyper-V” on page 21


Microsoft Hyper-V environments
Microsoft Hyper-V supports the following operating systems:


◆ Windows 7
◆ Windows Server 2012
◆ Windows Server 2008 or 2008 R2
◆ Windows Server 2003 or 2003 R2
◆ Windows 2000 Server
◆ Windows XP
◆ Windows Vista
◆ SUSE Linux Enterprise Server 10
◆ Red Hat Enterprise Linux


The Microsoft Hyper-V documentation provides a complete and updated list of system 
requirements and supported guest operating system versions.


Hyper-V in a failover cluster


To prevent a Hyper-V Server from becoming a single point of failure, you can create a 
failover cluster. In a failover cluster, all servers (nodes) run Hyper-V and can host one or 
more VMs. A VM can run on multiple nodes in the cluster, but can only be active on one 
node at a time.
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A failover cluster usually includes a shared storage device that is physically connected to 
all servers in the cluster. However, only one server at a time can access each storage 
volume. 


NMM supports failover clustering for Hyper-V through Clustered Shared Volumes (CSV). A 
CSV is a standard cluster disk with an NTFS volume that is accessible for read and write 
operations by all cluster nodes. This gives a VM complete mobility through the cluster, as 
any node can be an owner of the VM.


For the duration of the backup, the CSV is in redirected I/O mode. Other nodes cannot 
directly write to disks. Instead, the I/O is redirected over the LAN to the owner node 
performing the backup.


Figure 1 on page 19 illustrates a Hyper-V failover cluster with two nodes. There are four 
VMs that can fail over between the nodes, and a fifth VM runs exclusively on the second 
node.


Figure 1  Two-node Hyper-V failover cluster


The following list specifies Hyper-V cluster backup and recovery rules:


◆ Perform the backup and restore of the VM on the cluster node where the VM is 
currently active.


◆ Take the VM offline before you perform the restore.


◆ Perform a CSV backup (shadow copy creation) on one cluster at a time. 


“NMM federated architecture for Hyper-V failover clusters” on page 36 provides additional 
information.
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How NMM works with Hyper-V
The following section contains information about the supported server operating systems 
and the components included in NMM backups for Hyper-V.


Supported server operating system versions for Hyper-V


Table 2 on page 20 lists the NMM client support for Hyper-V servers that run Windows 
Server 2008, 2008 R2, and 2012 installations on 64-bit, virtualization-aware CPUs.


Table 2  Operating systems supported by NMM 3.0


Configuration Operating systems 


• Windows Server 2012
• Windows Server 2008 R2
• Windows Server 2008


• Windows Server 2012 (x64)
• Windows Server 2008 R2 (x64)
• Windows Server 2008 (x86 and x64)
• Windows 7 (x86 and x64)
• Windows Vista (x86 and x64) SP1
• Windows XP (x86) SP3
• SUSE Linux Enterprise server 10 with SP1 x86 Edition


Hyper-V components and NMM


Hyper-V is configurable feature on Windows Server 2008, 2008 R2, and 2012 that you can 
use to host the VMs. 


Each VM is usually a server operating system that runs Microsoft applications, such as:


◆ Exchange Server
◆ SharePoint Server
◆ SQL Server 
◆ Data Protection Manager


Hyper-V runs as a role in Windows Server 2008, 2008 R2, and 2012. NMM uses the 
Hyper-V VSS writer (for Windows Server 2008 and 2008 R2) and the Hyper-V VSS writer 
and Clustered Share Volumes VSS writer (for Windows Server 2012) on the host to back up 
and recover Hyper-V data by using APPLICATION save sets. The Hyper-V Writer backs up 
and recovers Hyper-V configuration and VM files.


VSS is a framework that enables volume backups to be performed while applications on a 
system continue to write to the volumes. The Hyper-V VSS writer enables the creation of 
image backups for VMs by quiescing the Windows operating system and applications 
within the guest for operating system and application consistency.


Hyper-V servers


This includes the Server Core installation


NMM runs on the Hyper-V server VMs that host the following guest operating systems:


Hyper-V CSVs and VMs Windows Server 2012, including Server Core installation
Windows Server 2008 R2
(VMs that run on CSVs)
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For Windows Server 2012 environments, when you install integration components on a 
VM, and the VM runs an application such as Exchange or SQL on that VM, the Hyper-V 
backup takes a copy-type backup of the application data. For Windows Server 2008 R2 
and earlier environments, the Hyper-V backup takes a full backup of the application data.


Windows Server Hyper-V components and NMM


NMM supports backup and recovery by using the following Windows Server features:


◆ SMB 3.0
◆ CSV VSS writer
◆ CSV Proxy server nodes
◆ Client Direct to AFTD


Using NMM with Hyper-V
This section contains the following sections about using NMM with Hyper-V:


◆ “Using NMM with Hyper-V in a stand-alone server environment” on page 21


◆ “Using NMM in a CSV environment” on page 24


◆ “Using NMM with Hyper-V VMs over SMB 3.0” on page 24


◆ “Granular level recovery” on page 24


◆ “Using NMM with Client Direct to AFTD or Data Domain Boost storage devices” on 
page 25


Using NMM with Hyper-V in a stand-alone server environment


You can use NMM to protect a Hyper-V environment in the following ways:


◆ “Guest backup and restore”  on page 21
◆ “Image-level backup and restore”  on page 22


“Comparing NMM protection methods for Hyper-V”  on page 23 provides details on the 
advantages and disadvantages of each protection method so that you can select the 
optimal method for an environment.


Guest backup and restore
With guest backup and restore, you install an NMM client on each VM that hosts 
databases or specific applications on the Hyper-V server, for example Microsoft Exchange 
or Microsoft SharePoint. NMM considers each VM to be a separate client, and you can 
perform individual backups of each VM and Microsoft application.
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Figure 2 on page 22 illustrates Hyper-V guest backup and restore with NMM.


Figure 2  Guest backup and restore environment


Image-level backup and restore
With image-level backup and restore, you install the NMM client on the Hyper-V 
Management operating system, or the parent partition, as shown in Figure 3 on page 22. 


Figure 3  Image-level backup and restore environment


You can perform full image-level backups of individual VMs or the initial store or. For 
Windows Server 2012, you can perform a full image-level backup of the host component. 
The initial store and host component contain the role-based security configuration for 
Hyper-V. Image-level backups occur from the Hyper-V Management operating system 
instead of from the individual VMs. 
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Comparing NMM protection methods for Hyper-V
Table 3 on page 23 provides a comparison of Hyper-V guest and image-level backup and 
restore.


Table 3  Comparison of guest and image-level backup and restore 


Criterion Guest backup and restore Image-level backup and restore


User knowledge of Hyper-V No advanced Hyper-V 
knowledge is required


Requires advanced Hyper-V 
knowledge


Windows guest operating 
system


Windows guest operating 
systems that Hyper-V supports, 
through the use of NMM clients


All guest operating systems that 
Hyper-V supports


NMM software installation NMM and NetWorker on each 
guest operating system


NMM and NetWorker on the 
management operating system


NetWorker server network 
connection


Required for each VM Required only for the Hyper-V 
server


Deduplication with the 
appropriate Data Domain or 
Avamar device


Data within each VM Data at image-level


Support for 
iSCSI/pass-through media


Yes No


Support for individual 
backup of each VM


Yes Yes


Application-aware backup 
and restore


Yes, with NMM for applications 
such as:
• Microsoft Exchange Server
• Microsoft SharePoint Server
• Microsoft SQL Server
• Microsoft Active Directory


No


VM status for backup VM must be running VM does not need to be running


Backup consumption of CPU, 
RAM, and disk resources


On the VM On the Hyper-V server


Backup customization, 
including exclusion of certain 
files or file types


Yes No


Restore of individual files 
and folders


Yes By using GLR


Disaster recovery 
requirements


Windows bare metal recovery 
(BMR) uses a two-step recovery:
1. Recover the operating 


system state critical 
volumes.


2. Use NMM to recover 
applications and non-critical 
volume data.


One-step restore of backup data 
from NMM. However, backups 
are a “crash-consistent” 
snapshot of the full VM image, 
which might or might not 
reliably support a full system 
restore without data loss.

Using NMM with Hyper-V 23







Introduction

Using NMM in a CSV environment


CSV is a feature of failover clustering available in Windows Server 2008 R2 and 2012 for 
use with the Hyper-V role. CSV is available for Hyper-V VMs created with Windows Server 
2008 R2 or 2012 and is supported by NMM 3.0. A CSV is a clustered disk that contains an 
NTFS volume. Each node within the cluster can access the volume for read and write 
operations. This gives the VM complete mobility throughout the cluster as any node can 
be the VM owner, and changing owners is easy.


A CSV is not owned by any one node in the cluster. Instead, the CSV travels between 
cluster nodes as the backup and recoveries occur. Microsoft and NMM refer to the node in 
the cluster where a CSV is locally mounted as the “coordinating node”. NMM must 
perform the backup and recovery operations from the coordinating node of the CSV of 
each VM that participates in the backup or recovery operation.


To perform a backup or recovery operation, NMM locates the VM cluster node that owns 
the CSV and then makes the node the CSV coordinating node. The same is true for 
clustered VM restore: NMM finds the currently configured node for the VM and restores the 
VM to that cluster node after making it the CSV coordinating node. When a VM already 
exists in the cluster, you must perform the recovery operation on the cluster node that 
owns the VM.


NMM supports physical proxy nodes for Windows Server 2012 Hyper-V CSV backups. 
When you specify a Preferred Server Order List (PSOL) in the Application Information 
attribute for the client resource of Cluster Server Name, NMM performs the backup from 
the first available server in the PSOL. The restore process is the same as for a normal 
Hyper-V VM.


Using NMM with Hyper-V VMs over SMB 3.0


NMM supports Hyper-V VMs residing on Windows Server 2012 SMB 3.0. Windows Server 
2012 allows Hyper-V VMs to store their data on SMB 3.0 shares and provides capabilities 
to take snapshots and back up the data remotely. To back up application-consistent data, 
install NMM on the Hyper-V servers. The storage location presents no difference in 
configuring backups and in performing backups and recoveries for a VM on a stand-alone 
server or failover cluster. The same operations that protect local VMs also apply to the 
VMs on SMB file shares. “Required SMB privileges” on page 26 describes the required 
permissions for SMB backup and recovery.


Granular level recovery


When you perform image-level backups with NMM, you can use granular level recovery 
(GLR) to restore an image backup to a temporary file system on a different client, and then 
browse and restore individual files and folders.


To browse and restore individual files and folders, select the GLR option when you install 
NMM on the virtual or physical machine that you want to use for GLR. This machine is 
typically a different machine than the management operating system.
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Figure 4 on page 25 illustrates an environment where NMM is installed on a VM to perform 
a GLR.


Figure 4  Granular level recovery environment


Using NMM with Client Direct to AFTD or Data Domain Boost storage devices


You can store Hyper-V backups on the NetWorker server, on an AFTD device, or on an EMC 
Data Domain® system. By default, NMM stores backups on devices that are local to the 
NetWorker server. 


The Client Direct support provided by the NetWorker 8.1 client is included in the NMM 
software. The Client Direct feature: 


◆ Enables clients with network access to AFTD or Data Domain Boost storage devices to 
send their backup data directly to the devices, bypassing the NetWorker storage node. 
The storage node manages the devices for the NetWorker clients, but does not handle 
the backup data. 


◆ Reduces bandwidth usage and bottlenecks at the storage node. 


◆ Provides highly efficient backup data transmission.


Destination devices must specify their complete paths in their Device Access Information 
attribute. If the Client Direct backup is not available, NMM performs a traditional storage 
node backup instead. When you create an NMM client resource in NMC, NetWorker 
enables the Client Direct feature by default, but you can disable the Client Direct feature in 
each client resource.


The nmm.raw backup log will display details about the Client Direct activity for the Hyper-V 
server.


The NetWorker Administration Guide provides details about the Client Direct to AFTD or 
Data Domain Boost storage devices.
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Required privileges
The required privileges for backing up and recovering Hyper-V VMs are the same as other 
applications. The NetWorker Module for Microsoft Release 3.0 Administration Guide and 
The NetWorker Module for Microsoft Release 3.0 Installation Guide provide details.


Required SMB privileges


SMB backup and recovery requires additional privileges. Table 4 on page 26 describes the 
required privileges for SMB backup and recovery.


Table 4  Access privileges needed for backup and recovery  


SMB configuration Required privileges


• Add backup permissions for the backup user on all file servers in the cluster.
• Add the backup user as the cluster administrator (domain administrator).


Verify that Replication Manager (RM) replication service is running under an account that 
has backup permissions on all file servers or domain administrator permissions. Verify 
that the Hyper-V server and the file server are in the same domain. Restores require the 
same permissions as the backup user.


Example Hyper-V configurations
This section describes some of the possible Hyper-V configurations.


Hyper-V on physical server configurations


Figure 5 on page 27 illustrates a physical server that runs Windows Server 2008. This 
configuration also applies to Windows Server 2008 R2 and 2012. The Hyper-V role has 
been enabled on the physical server, and four VMs have been created, each running a 
separate operating system and different Microsoft applications. 


All Do one of the following:


File server scale out In the Local Backup operator Group of each SMB node, configure the application server as a member of 
the Backup Operators group.


Cluster Add each CSV node to the SMB nodes of the Local Backup Operator group.
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Figure 5  Windows Server 2008 host with Hyper-V VMs


For complete data protection, configure client resources for each of the following:


◆ Hyper-V VMs on the Hyper-V Server


◆ The applications within each VM
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Figure 6 on page 28 describes what the NMM client backs up in Hyper-V, by using the 
Microsoft Hyper-V VSS Writer and NMM save sets.


Figure 6  NMM backup of Hyper-V components


Hyper-V storage configurations


There are a wide variety of storage configurations available for Hyper-V VMs. For example, 
passthrough disks, direct-attached storage (DAS), storage area networks (SANs), and file 
servers. 


The following documentation provides more details about hardware and software 
requirements for Hyper-V backup and recovery operations:


◆ The Microsoft website provides more details and the most up-to-date information 
about storage hardware supported by Hyper-V. 


◆ The NetWorker Software Compatibility Guide provides the most up-to-date information 
about supported software for Hyper-V backup and recovery in NMM.
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Figure 7 on page 29 illustrates Hyper-V storage options.


Figure 7  Hyper-V storage options


Table 5  Hyper-V VM configurations


Configuration Type


Table 5 on page 29 lists the Hyper-V VM configurations.


NMM supports Hyper-V snapshots of VMs and physical with the Microsoft VSS provider, 
depending on the hardware storage type and partition type. 


1 VHD1 on DAS


2 DAS passthrough


3 VHD2 on LUN


4 LUN passthrough


5 iSCSI target attached within VM


6 VHD3 on file server
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The following list describes how NMM supports the configuration types listed in Table 5 on 
page 29:


◆ Snapshot support — NMM supports snapshots for both the Hyper-V server and VMs:


• VM — Install NMM on the VM to perform the backup. If you are using the Microsoft 
Software VSS provider, NMM supports all configurations.


• Hyper-V server — Install NMM on the parent to perform the backup. If you are using 
the Windows VSS system provider, NMM supports configuration 1 (VHD1), 
configuration 3 (VHD2), and configuration 6 (SMB 3.0).


When performing VM backups while executing on the Hyper-V server, the Microsoft 
Hyper-V Writer does not include the passthrough or child-attached iSCSI drives for a VM. 
Configurations such as 2, 4, and 5 are not supported by the Hyper-V Writer. Configuration 
6 is not supported because the VSS framework does not support network shares for 
Windows Server 2008 and 2008 R2.


◆ Cluster support — In addition to the supported configurations listed for snapshots, 
parent and child cluster scenarios support the following storage configurations: 


• VM clustering — Install NMM on the VM to perform the backup:


– For failover resource drives, NMM supports configuration 5 (LUN exposed 
directly to VM). This is the only configuration that Microsoft currently supports 
for Windows Server 2008 Failover Clustering. 


– For operating system drives or local drives for the cluster nodes, the VM 
support listed under Snapshot support applies. 


• Hyper-V server clustering — Install NMM on the parent to perform the backup. 
NMM supports all configurations.


Hyper-V configuration requirements for backing up a VM that contains multiple 
volumes


When there are multiple virtual hard disks in the guest, the backup of the associated VM 
from the Hyper-V server may fail because of a Microsoft limitation. When there are 
multiple volumes on the guest, VSS determines the shadowstorage area for the snapshots 
based on which volume has more space. This can lead to a condition where the snapshots 
of volumes C and D both reside on volume D because volume D has more space. During 
the snapshot revert stage, PostSnapshot, the snapshot of volume C snapshot may be lost 
if the snapshot of volume D snapshot is reverted first.


To prepare a multiple volume guest for backup:


1. Use the vssadmin command to force the shadowstorage of each volume to occur on 
the same volume: 


Run the following commands from inside each guest, not the parent physical Hyper-V 
Server.


vssadmin Add ShadowStorage /For=C: /On=C: 
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vssadmin Add ShadowStorage /For=D: /On=D: 


2. Repeat as needed for each volume in the VM.


Backup overview
You can perform full image-level backups of individual VMs or the initial store (or, in 
Windows Server 2012, the host component), which contains the role-based security 
configuration for Hyper-V.


Include the following backups in the backup strategy for a Hyper-V environment:


◆ Stand-alone Hyper-V servers and Hyper-V images


◆ Clustered Shared Volumes in a Hyper-V environment


Perform these backups regularly on either an on-demand or scheduled basis.


Note: NMM image-level backups do not back up the management operating system. To 
protect the Hyper-V management operating system, perform a disaster recovery backup.


Backup types


You can perform both application and crash consistent image-level backups with NMM:


◆ With an application-consistent backup, VSS runs in-guest and freezes the operating 
system and all application states. Ensure that the VM is online and VSS-capable, and 
ensure that you have installed Microsoft Integration Components (IC).


◆ With a crash consistent backup, the VM is offline or does not have the IC installed. In 
this case, the VM is paused before shadow copy creation and resumed after the 
shadow is created.


The Hyper-V writer in the management operating system determines if the backup image is 
application consistent or crash consistent. You do not need to select the backup type 
when you perform on-demand or scheduled backups.


With image-level saved state or offline backups, the backup operation puts the VM into a 
saved state during the processing of the PrepareForSnapshot event. The backup process 
takes snapshots of the appropriate volumes and then returns the VM to the previous state 
during the processing of the PostSnapshot event.


Use image-level saved state backups when you cannot install Integration Components (IC) 
on the Windows clients or when the guest operating system (for example, Linux) does not 
support VSS. These backups do not communicate with the Hyper-V VSS writer in the VM. 
As a result, they ensure crash consistency, not application consistency, of the writers 
running in the VM.

Backup overview 31







Introduction

Types of supported backup


Table 6 on page 32 lists the supported types of backup.


Table 6  Types of supported backups


Type of backup Includes


Files included in backups


The Hyper-V VSS Writer reports the files listed in Table 7 on page 32 for each VM during 
image-level backups with NMM.


Table 7  VM files supported by the VSS Hyper-V Writer 


File type File extension Description


Backup process workflow


The following topics explain the workflow for image-level backups with NMM:


◆ “Image-level VSS backup workflow”  on page 33


◆ “Image-level saved state backup workflow”  on page 35


◆ “NMM federated architecture for Hyper-V failover clusters”  on page 36


◆ “Image-level backup workflow in Hyper-V federated backups”  on page 37


Disaster recovery backup for Hyper-V 
server


Does not include VMs and Initial Store (or, in Windows 
Server 2012, the host component).


Federated Hyper-V image level backup 
of Hyper-V clusters


Includes VMs which are stored on clustered shared 
volumes.


Hyper-V image level backup of 
stand-alone Hyper-V servers


Includes all VMs and Initial Store (or, in Windows Server 
2012, the host component).


Hyper-V backup over SMB-3 Includes all VMs that are stored on SMB-3 file servers.


Virtual Hard Disk files
(Windows Server 2008 
and earlier)


.VHD For VMs created with Windows Server 2008 and earlier, 
Hyper-V uses the Microsoft Virtual Hard Disk (VHD) 
specification to store virtual hard disks for VMs. A VM 
can have one or more virtual disks. 


Virtual Hard Disk files 
(Windows Server 2012 
and later)


.VHDX For VMs created with Windows Server 2012 and later, 
Hyper-V uses the Microsoft Virtual Hard Disk (VHDX) 
specification to store virtual hard disks for VMs. A VM 
can have one or more virtual disks. 


VM configuration .XML Hyper-V uses a VM configuration file in XML format to 
store VM settings (for example, CPU, memory, VHDs).


VM Running State files .BIN
.VSV


Hyper-V uses a VM configuration file in XML format to 
store VM running state (memory) files.


Virtual Hard Disk 
Differencing files


.AVHD A VM snapshot creates one differencing VHD file per VM 
VHD.


VM Configuration 
Snapshot(s)


.XML A VM snapshot creates a copy of the current VM 
configuration and saves it to enable rollback.
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Image-level VSS backup workflow
Figure 8 on page 33 illustrates the workflow for an image-level VSS backup.


Figure 8  Image-level VSS backup workflow


During an image-level VSS backup, the following events occur:


1. The NetWorker server sends a request to the NMM client on the Hyper-V management 
operating system to start the backup for the specified VMs.


2. NMM sends a request to the VSS framework to create a point-in-time consistent 
backup for the VM.


3. The VSS framework contacts the Hyper-V VSS writer and requests that the writer 
prepare for SVC for the specified VM.


4. The Hyper-V VSS writer establishes a communication path with Hyper-V VSS 
Integration Components (IC) on the VMs that are being backed up.


5. The Hyper-V VSS IC requests an SVC from VSS inside the VMs.


6. Inside the VM, VSS sends a prepare for SVC request to all applications within the VM. 
All of the applications are quiesced, and then control is returned to VSS.
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7. VSS creates an SVC inside the VM.


8. VSS returns control to the VSS IC requestor.


9. When the SVC completes, the Hyper-V VSS IC requestor notifies the Hyper-V VSS writer 
and CSV VSS writer (Windows Server 2012 only) on the management operating 
system.


10. The Hyper-V VSS writer returns control to VSS.


11. VSS creates an SVC on the management operating system for the required volumes.


12. The post SVC process occurs to synchronize changes between the SVC created on the 
VM and the shadow copy created on the physical machine.


13. VSS returns control to NMM.


14. NMM performs a backup from the SVC.


Note: Ensure that the IC versions for the backup Hyper-V Server and the guest VM match. If 
you plan to restore the guest VM to an alternate Hyper-V Server, then ensure that the 
alternate Hyper-V Server uses the same version of IC.
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Image-level saved state backup workflow
Figure 9 on page 35 illustrates the workflow for an image-level saved state backup, which 
is also called an offline backup.


Figure 9  Image-level saved state backup workflow


During an image-level saved state backup, the following events occur:


1. The NetWorker server sends a request to the NMM client on the Hyper-V management 
operating system to start the backup for the specified VMs.


2. NMM sends a request to VSS to create a point-in-time consistent backup for the VM.


3. VSS contacts the Hyper-V VSS writer and requests a prepare for SVC for the specified 
VM.


4. The Hyper-V VSS writer sends a request to the hypervisor to put the specified VMs into 
a pause state to freeze the I/O.


5. The Hyper-V VSS writer returns control to VSS.


6. VSS creates an SVC on the management operating system for the required volumes.
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7. The Hyper-V writer returns the specified VM to running state.


8. VSS returns control to NMM.


9. NMM performs a backup from the shadow copy volume copy.


NMM federated architecture for Hyper-V failover clusters
NMM supports failover clusters through a federated architecture that manages backup 
and restore across the Hyper-V cluster. The federated architecture complies with Microsoft 
CSV and Hyper-V cluster rules. The federated architecture provides failover resiliency for 
Hyper-V highly available VMs by determining which physical cluster node is running a VM 
at the time of a backup or recovery operation. 


The federated architecture includes two roles: 


◆ Primary role—Provides the point of communication for the NetWorker browse, backup, 
and recovery jobs. The primary role also controls the high-level VM image backup and 
recovery workflow across the cluster nodes. 


◆ Secondary role—Provides low-level VM image backup and recovery workflow on 
specific cluster nodes. 


You use the NMC client configuration wizard to configure the NMM Windows CSV client. 
After you configure the CSV client, NMM issues browse, backup, and recovery jobs against 
the NMM CSV client name.


The NMM process starts when NetWorker issues a job (workorder) to the NMM Windows 
CSV client that is operating in the primary role. For VM image backup and recovery 
operations, the primary role determines which cluster nodes run the VMs specified in the 
job (workorder), and then dispatches sub-jobs to the appropriate cluster nodes. A 
dispatched sub-job results in an NMM process starting on the target cluster node, and that 
process operates in the secondary role. The secondary role manages the CSVs and 
interacts with the Microsoft Hyper-V VSS writer for backup and recovery operations.
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Image-level backup workflow in Hyper-V federated backups
Figure 10 on page 37 illustrates the primary and secondary CSV backup workflows in 
Hyper-V federated backups.


Figure 10  Image-level backup workflow for federated backups


Windows Server 2008 R2 and earlier


During a Windows Server 2008 R2 and earlier Hyper-V federated backup, the following 
events occur:


1. The primary NMM client receives a work order from the NetWorker server. The work 
order lists the VMs to back up.


2. NMM queries the cluster database to retrieve the active node for each VM.


3. NMM builds the sub-work orders for each node.


4. NMM serializes the backup across all cluster nodes.


5. The primary NMM client creates a final view of the backup based on the partial views 
received from the secondary clients.


The following steps detail the secondary CSV backup workflow:


1. The secondary NMM client receives a work order from the primary CSV.


2. The secondary NMM client calls the CSV API to discover the required CSV volume and 
clear the CSV backup state.


3. The VSS and Hyper-V VSS Writer are called to select the VMs for image backup and to 
create a shadow copy with the point-in-time copy of the VM files.
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4. NMM backs up the VM files from the SCV to the NetWorker server.


5. The secondary NMM client creates a partial view of the backup and forwards it to the 
primary NMM client.


Windows Server 2012 CSV with no proxy node


During a Windows Server 2012 Hyper-V federated backup with no proxy node, the 
following events occur:


1. The primary NMM client receives the save sets from the NetWorker Server, listing the 
VMs to backup.


2. The CSV API is called to discover the required CSV volume.


3. The VSS and Hyper-V VSS Writer and CSV VSS Writer are called to select the VMs for 
the image backup and to create a shadow copy with the point-in-time copy of the VM 
files.


4. The VM files are backed up from the shadow copy to the NetWorker server.


Windows Server 2012 CSV with proxy node


During a Windows Server 2012 Hyper-V federated backup with a proxy node, the following 
events occur:


1. The primary NMM client receives the save sets from the NetWorker Server, listing the 
VMs to backup and list of preferred servers (PSOL).


2. The primary NMM client starts the backup on the preferred sever.


3. The VM files are backed up from the shadow copy to the NetWorker server.


Recovery overview
The following recovery options are available when you perform regular backups as 
discussed in “Backup overview”  on page 31:


◆ Perform a recovery of a VM to its original location on the original Hyper-V Server.


◆ Perform a redirected recovery of a VM to an alternate Hyper-V server.


◆ Perform a redirected recovery of a VM on the same Hyper-V server to a different 
location.


◆ Perform a GLR of individual files and folders.

38 EMC NetWorker Module for Microsoft for Hyper-V VSS Release 3.0 User Guide







Introduction

Types of supported recovery


Table 8 on page 39 lists the supported types of recoveries.


Table 8  Types of supported recoveries


Type of recovery Includes


Restoring to the original Hyper-V Server


You may need to recover a VM to its original location on the original Hyper-V Server from 
which the backup was performed if one of the following scenarios occurs:


◆ You need to roll back the VM because a patching or virus issue occurred.


◆ You need to perform disaster recovery of the VM after a disk crash.


◆ The VM was accidentally deleted.


When you recover a VM to its original location. The recovery process deletes or overwrites 
all files on the VM, if the host exists.


“Performing Hyper-V recovery to the original machine and location” on page 58 describes 
how to restore a VM to the original location.


Redirected recovery of a VM to an alternate Hyper-V Server


To recover a VM to an alternate Hyper-V server:


◆ Select a different Hyper-V server for the VM recovery process.


◆ Select a different file system location for the files on the original Hyper-V Server.


◆ In a clustered environment, select the CSV where the files will be placed during a 
recovery.


“Performing a directed Hyper-V recovery to a different machine or location” on page 59 
describes how to restore a VM to an alternate Hyper-V Server.


Disaster recovery for Hyper-V server Hyper-V Server and role.


Federated Hyper-V image level 
recovery of Hyper-V clusters 


VMs which are stored on clustered shared volumes.


VM restore Individual VMs and the Initial Store (or, in Windows 
Server 2012, the host component).


Granular level recovery Individual files and folders from a VM backup.
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Planning backups
Before backing up Hyper-V VMs, review the following information:


◆ “NMM capabilities for Window Server 2012 environments” on page 42
◆ “Integration services components version” on page 43
◆ “Viewing valid application data save sets” on page 43


NMM capabilities for Window Server 2012 environments


NMM 3.0 supports Windows Server 2012 Hyper-V stand-alone servers and CSVs. NMM 3.0 
support for Windows Server 2012 Hyper-V stand-alone servers is similar to Windows 
Server 2008 and 2008 R2, and stand-alone server backup and recovery is the same. In 
Windows Server 2012, the Initial Store configuration file is replaced with the Host 
Component configuration file.


Backups over SMB 3.0
NMM 3.0 supports Hyper-V VMs residing on Widows Server 2012 SMB 3.0. You back up 
stand-alone servers and non-CSV failover clusters over SMB the same way you back up 
local VMs. To back up CSVs over SMB, NMM does not use federated backup architecture. 
Instead, you configure a backup for each server like a stand-alone Hyper-V server.


Windows Server 2012 Hyper-V CSVs
For Windows Server 2012, Microsoft has released several special requirements and 
special APIs to support backup applications. A backup application can back up all the 
CSVs from a single node. CSVs are not required to be put in I/O Redirection Mode, and 
CSVs can be backed up in parallel.


The Windows Server 2012 interoperability backup application is CSV-aware because the 
CSV writer metadata information needs to be updated to its component name by querying 
the primary server for CSV resources. 


In Windows Server 2012, the new CSV VSS writer has the capability to report the backup 
components on the behalf of a remote node. This CSV VSS Writer can also take the 
snapshots of volumes on the remote node. These features enable NMM to back up not 
only the local image of a Hyper-V VM, but also to back up the image located on a remote 
node. This allows for more configuration options. For example, you can dedicate a single 
node to back up the cluster.


Windows Server 2012 Hyper-V CSV Continuous Availability
Due to enhancements in Windows Server 2012 CSVs, you can back up CSV VMs as part of 
a highly available (cluster-aware) backup or a physical proxy node backup. The following 
sections provide an overview of how to configure these backups.


Highly Available Backups (cluster-aware backups)


Cluster-aware backups are highly available because you install NMM on each node in the 
cluster. If one node is not available, NMM initiates the backup from the node that resolves 
to the cluster server name at runtime. 
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To perform a cluster-aware backup:


1. Install NMM on each node in the cluster.


2. Create a dummy NetWorker client resources for each node in the cluster.


3. Create a client resource for the cluster server name and specify the save sets to back 
up. Add this client to a backup group.


4. At runtime, the cluster server name resolves to one of the nodes in the cluster. This 
node becomes the master backup node.


Physical Proxy Node Backup


You can specify a Preferred Server Order List (PSOL) variable to the cluster-aware backup 
configuration in the Application Information attribute of the Cluster Server Name client 
resource. NMM performs the backup will be performed from the first available server in 
preferred server list. If all servers in list are not available or down, NMM performs the 
backup from the node to which the cluster server name resolves. 


To specify a PSOL, add NSR_FEDERATED_PSOL to the client resource of the cluster server 
name. List the preferred order, separating the server names with commas. 


For example:
NSR_FEDERATED_PSOL=server1, server2, server3 


In a proxy-based backup of Windows 2012 CSV cluster, the backup performance of the 
CSV VMs depends on NMM choosing the right cluster node as the proxy. During the proxy 
node selection, select the cluster node that has the maximum number of cluster disk (CSV 
volume) ownership.


Integration services components version


Ensure that the IC version that runs inside the VM is the same as the version of Hyper-V on 
the host. To determine the version of Hyper-V on the server, start the Hyper-V manager and 
then select About Hyper-V Manager from the Help menu.


To confirm the version of the VM IC, in the Device Manager application inside the guest 
VM:


1. On System Devices in Device Manager:


a. Right-click the entry Hyper-V Volume Shadow Copy.


b. Select Properties.


2. Check the version on the Driver tab. 


3. If the version does not match the Hyper-V version, insert the integration services disk 
by choosing that option under the Action menu in the VM console. 


4. Install the integration components, and then reboot the VM.


Viewing valid application data save sets


When you configure a client resource, enter the save sets in the Save Set attribute of the 
client resource. 
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To display a list of the application data save sets that are available for backup:


1. Open a command prompt on the application server.


2. Type the required command, as provided below.


• If the Hyper-V Server is a stand-alone host, then type:


nsrsnap_vss_save -?
• If the Hyper-V Server is configured as a cluster, then type:


nsrsnap_vss_save -s networker server -?


If the application server is on a cluster virtual host, run the command from the 
physical node that is currently hosting the application server.


Example output:


The following examples show the application data (Hyper-V guest VM) save sets that 
are available on a Hyper-V system with two VMs,virtual_machine_name_1 and 
virtual_machine_name_2, on stand-alone and cluster virtual hosts.


Windows Server 2008 and 2008 R2 on a stand-alone virtual host:


“APPLICATIONS:\Microsoft Hyper-V”
“APPLICATIONS:\Microsoft Hyper-V\Initial Store”
“APPLICATIONS:\Microsoft Hyper-V\virtual_machine_name_1”
“APPLICATIONS:\Microsoft Hyper-V\virtual_machine_name_2” 


Windows Server 2012 on a stand-alone virtual host:


“APPLICATIONS:\Microsoft Hyper-V”
“APPLICATIONS:\Microsoft Hyper-V\Host Component”
“APPLICATIONS:\Microsoft Hyper-V\virtual_machine_name_1”
“APPLICATIONS:\Microsoft Hyper-V\virtual_machine_name_2”


Windows Server 2008 and 2008 R2 on a cluster virtual host:


NMM : saveset on node.nmmcsv.com :
"APPLICATIONS:\Microsoft Hyper-V"
"APPLICATIONS:\Microsoft Hyper-V\Initial Store" nonCSV
"APPLICATIONS:\Microsoft Hyper-V\non-csv" nonCSV
"APPLICATIONS:\Microsoft Hyper-V\vm27_rename1" CSV


Windows Server 2012 on a cluster virtual host:


NMM : saveset on node.nmmcsv.com :
"APPLICATIONS:\Microsoft Hyper-V"
"APPLICATIONS:\Microsoft Hyper-V\Host Component" nonCSV
"APPLICATIONS:\Microsoft Hyper-V\non-csv" nonCSV
"APPLICATIONS:\Microsoft Hyper-V\vm27_rename1" CSV


Remove the inverted commas when copying the save set name from the output to the 
save set attribute in the client resource.


3. Press Enter. 


Each line of output corresponds to a save set entry that you can add to the Save Set 
attribute of a client resource. Type each entry that you add to the Save Set attribute on 
a separate line.
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URL encoding for save sets
When you specify save set names in the save set attribute of the client resource, you must 
specify some special characters, such as the backward slash (\), by using the associated 
URL-encoded values. 


Table 9 on page 45 lists the most commonly used special characters and the associated 
URL values.


Table 9  Special characters and their URL-encoded values 


Special 
character URL-encoded value


Special 
character URL-encoded value


\ %5C ? %3F


/ %2F ] %5D


" %22 [ %5B


% %25 } %7D


# %23 { %7B


& %26 ^ %5E


< %3C ‘ %60


> %3E | %7C


Configuring backups
Table 10 on page 45 describes the backup tasks to perform when you back up Hyper-V 
parent and VMs.


Table 10  Backup tasks for Hyper-V  (page 1 of 2)


Items to back up Backup tasks to perform


On the server
The Hyper-V role can coexist with other 
Microsoft applications, such as: 
• SQL Server
• SharePoint Server
• Exchange Server
• Windows Server Cluster 


Complete tasks 1 through 7:


Note: The NetWorker Module of Microsoft Release 3.0 Administration Guide 
provides details about tasks 1 through 7.


Task 1: Configure a backup pool
Task 2: Configure snapshot policies
Task 3: Configure a backup schedule
Task 4: Configure a backup group
Task 5: Configure a client resource
Task 6: Configure privileges
Task 7: Configure a proxy client
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Hyper-V VM snapshots are not related to NMM or NetWorker snapshots. Hyper-V VM 
snapshots are created, viewed, and applied to the VM through Hyper-V Manager. When 
NMM backs up a Hyper-V VM, the Hyper-V VM snapshots are part of that backup. 


Task 5: Configuring a Hyper-V client resource


A client resource specifies what to include in a snapshot of an NMM client. Client 
resources are associated with other backup resources, such as groups and snapshot 
policies.


You can create multiple client resources for the same NMM host. In this way, you can apply 
different backup attributes to different types of information on the same host. 


To create a client resource, you can use either of the following methods from the 
NetWorker Management Console:


◆ “Creating the client by using the Client Configuration Wizard” on page 46


◆ “Creating the client manually by using the NetWorker Management Console” on 
page 50


Creating the client by using the Client Configuration Wizard 


To use the Client Configuration Wizard option from the NMM client, you must install: 


◆ NetWorker Server 8.0.1 or 8.1


◆ NetWorker Management Console (NMC) Server 8.0.1 or 8.1


◆ NetWorker client 8.1 or later


◆ Windows Server 2008, 2008 R2, or 2012


Hyper-V on the server
Hyper-V VMs and Initial Store/Host 
Component configuration file


Complete tasks 1 through 5:


Note: The NetWorker Module of Microsoft Release 3.0 Administration Guide 
provides details about tasks 1 through 4.


Task 1: Configure a backup pool
Task 2: Configure snapshot policies
Task 3: Configure a backup schedule
Task 4: Configure a backup group
Task 5: “Task 5: Configuring a Hyper-V client resource” on page 46 or 


Hyper-V VM applications
Microsoft application data, such as: 
• SQL Server
• SharePoint Server
• Exchange Server
• Windows Server Cluster


Install NMM on the VM operating system and configure application backups with 
NMM installed within the VM operating system. Specific instructions for the 
Microsoft application are provided in the following:
• Configure Windows application backups — The NMM user guides provide 


specific instructions to back up each application.
• Configure Windows Server cluster backups — The NetWorker Module of 


Microsoft Release 3.0 Administration Guide provides specific instructions for to 
back up each application.


Table 10  Backup tasks for Hyper-V  (page 2 of 2)


Items to back up Backup tasks to perform
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The Client Configuration Wizard for Hyper-V has the following properties:


◆ The NMM 3.0 Configuration Wizard for Hyper-V simplifies configuration of scheduled 
backup for NMM clients for Hyper-V servers.


◆ The wizard automatically configures Hyper-V save sets, backup commands, 
Application Information attributes, and backup options.


◆ The user who runs the NMM Hyper-V configuration wizard does not require privileges 
of local machine root (on the host where the GUI runs) or Administrator privileges to 
launch and run the wizard.


◆ You can use the wizard to configure client resources on Windows Server 2008, 2008 
R2, and 2012 platforms, both for stand-alone and federated environments.


To configure a client resource by using the Client Configuration Wizard for a Hyper-V:


1. In the Administration window of the NetWorker Management Console:


• For NetWorker Server 8.0.1, do one of the following:


– Click Configuration > Client Backup Configuration > New.


– Right-click the client and from the menu that appears, click Client Backup 
Configuration > New.


• For NetWorker Server 8.1, click Configuration > New Client Wizard.


2. On the Specify the Client Name and Type page that appears:


a. In the Client name field, type the name of the client where NMM is installed.


– For federated backups, type the cluster server name. 


– For non-federated backups, type the node name.


b. Select the Traditional NetWorker Client option.


c. Click Next.


The Select the Backup Configuration Type page appears. 


On the Select the Backup Configuration Type page, the wizard automatically detects 
the applications that are installed on the client specified on the Specify the Client 
Name and Type page and displays the list from which you can select the backup type. 
Because Hyper-V is installed, the backup option Microsoft Hyper-V Server appears in 
Specify the Client Backup Options Type page.


3. Select Hyper-V Server and click Next. 


The Specify the Client Backup Options page appears.


4. On the Specify the Client Backup Options page: 


a. If you will use Client Direct, select the Client Direct checkbox.


Leave the Target Pool field blank.


b. Select one of the following deduplication options:


– None — If you have not set up data deduplication.


– Data Domain backup — If you are using a Data Domain device for data 
deduplication. 
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– Avamar deduplication backup — If you are using an Avamar device for data 
deduplication. After you select this option, select the Avamar node from the 
available list.


c. Click Next.


The Select the Hyper-V backup objects page appears. The Select the Hyper-V backup 
objects page automatically discovers the save sets depending on the operating 
system type and entered client name.


5. In the Select the Hyper-V backup objects page, select the save sets.


• For federated setups — Select the CSV save sets that are registered as cluster 
resources. If you select both registered and un-registered CSV VMs, then the 
backup will fail. 


The wizard creates dummy client resources for all nodes that are not used to 
perform the backup. The wizard also creates a client resource with the cluster 
name and specifies the NSR_FEDERATED_BACKUP=yes attribute.


• For stand-alone setups — Select the non-CSV save sets to back up. The wizard 
creates a client resource with the physical name using the selected save sets.


If you do not select any save sets, then the wizard applies the Hyper-V writer level save 
set.


If you select both CSV and non-CSV VMs, the backup will fail.


6. Click Next.


The Specify backup options page appears.


When you use the wizard to configure backups for Windows Server 2012 federated 
setups, the wizard includes preferred server order list (PSOL) options. The PSOL 
attribute allows you to back up the nodes in a preferred order, specify the attribute 
NSR_FEDERATED_PSOL and type a comma-separated list of user selected node 
names. For example: NSR_FEDERATED_PSOL=node1, node2, node4, node3.


7. In the Specify backup options page:


a. For Windows Server 2008 and 2008 R2 setups, if a VSS hardware provider is 
installed on the host, then select Use data mover and from the Data mover 
node dropdown box, select the host name of the data mover.


b. For Windows Server 2012, under Select VSS backup type, select Force VSS FULL 
backup type to specify the VSS FULL backup type. By default, this box is 
unchecked and the backup type is VSS COPY.


c. For Windows Server 2012 setups, in the Hyper-V backup options section, select 
the Select preferred server order list option to specify the order in which to 
back up servers. Select a server from in Selected Servers list and then click the 
right arrow to move it to the Available Servers list. To adjust the order of 
servers, select a server in the Available Servers list and then click the up and 
down arrows.


d. Click Next.


The Select the Client Properties page appears.
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8. On the Select the Client Properties page:


a. Select the browse policy, retention policy, and backup schedule for the backup. 


The NetWorker Administration Guide describes how to configure these resources.


b. (Optional) Type a comment for the client in the Client Comment field.


c. In the Remote Access field, type the user account of the administering machine in 
the format of username@hostname.


d. Click Next. 


The Choose the Backup Group page appears.


9. On the Choose the Backup Group page, select either of the following options.


• Add to existing group — Select a group from the existing list. Only groups without 
snapshot policies are available for selection.


• Create a new group — To create a new group, select this option and enter the 
following details:


– Type the group name.


– Select the number of client retries.


– Set the schedule backup time in the Scheduled Backup Start Time. 


– Select the Automatically start backup at the scheduled time to start the backup 
automatically at the designated time.


– Select the Snapshot Pool and set the Interval and Restart Window.


10. Click Next:


If you selected Create a new group, then the Specify the Snapshot Policy page 
appears.


If the setup includes a storage node, then the Specify the Storage Node Options page 
appears. Changing the storage node option changes the configuration for this setup.


11. If the Specify the Snapshot Policy page appears, then do one of the following: 


• Add to an existing snapshot policy — Select a snapshot policy from the existing list 
and click Next:. 


• Create a new snapshot policy — Enter the snapshot details and click Next:


– Name — Type a unique snapshot policy name.


– Number of Snapshots — Select the number of snapshots that NetWorker 
creates and maintains for the Hyper-V backup.


– Retain Snapshots — Select the number of snapshots that NetWorker retains.


– Snapshot Expiration — Select the length of time NetWorker keeps snapshot 
entries in the media database and client file index on the NetWorker server. The 
choices are defined by the set of existing management policies.


– Backup Snapshots — Select which snapshots to back up. 
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12. If the Specify the Storage Node Options page appears, select either of the following 
options and click Next:


• Backup to the NetWorker server only — When the setup does not include a 
NetWorker storage node.


• Backup to the following storage nodes — To select the NetWorker storage node 
name and other details.


The Backup Configuration Summary page appears.


13. Click Next. 


14. Check the details in the Backup Configuration Summary page, and do one of the 
following:


• Click Back to revisit the previous pages.


• Click Create to configure the client resources. 


The Client Configuration Results page appears with details about the client resources 
that have been created for an Exchange stand-alone setup, or several client resources 
that have been created for an Exchange clustered setup. 


15. To verify the details for the client, select the client and view the Client Properties page 
in the NetWorker Management Console.


Note: To make changes to the configuration that you created earlier: 
For NetWorker 8.0.1, click Configuration > Client Backup Configuration > Modify. 
For NetWorker 8.1, click Modify Client Wizard.


Creating the client manually by using the NetWorker Management Console


To create a Hyper-V client resource:


1. On the Administration page of the NetWorker Management Console, click 
Configuration.


2. In the expanded left pane, select Clients.


3. From the File menu, select New.


4. In the Name attribute, type the host name of the NetWorker client computer.


5. In the Comment attribute, type a description. 


If you are creating multiple client resources for the same NetWorker client host 
computer, then use this attribute to differentiate the purpose of each resource.


6. From the Browse Policy attribute, select a browse policy from the list. 


The browse policy determines the time period during which the rolled-over data is 
available for quick access.


7. From the Retention Policy attribute, select a retention policy from the list. 


The retention policy determines the time period during which the rolled-over data is 
available, although not necessarily quickly.


8. Select the Scheduled Backups attribute.
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9. In the Save Set attribute, specify the components to be backed up. Place multiple 
entries on separate lines:


Table 11 on page 51 lists the Hyper-V save set syntax to specify for supported types of 
Hyper-V backup


Table 11  Hyper-V save set syntax 


Type of backup data Save set syntax


Note: The Hyper-V Writer does not support offline backup of the 
configuration file. You cannot use the 
APPLICATIONS:\Microsoft Hyper-V save set in a proxy 
backup group. 


Note: The Hyper-V Writer does not support offline backup of the 
configuration file. You cannot use the 
APPLICATIONS:\Microsoft Hyper-V\Initial Store 
and APPLICATIONS:\Microsoft Hyper-V\Host 
Component save sets in a proxy backup group. 


.


10. For the Group attribute, select the backup group to which this client resource will be 
added.


If you add client resources for the same NMM host to different backup groups, then 
ensure that the Start Time attribute for each backup group is spaced such that the 
backups for the host’s client resources do not overlap.


11. For the Schedule attribute, select a backup schedule.


12. Click the Apps & Modules tab.


13. In the Access area, type the domain administrator username and password.


Note: For guest VMs hosted over SMB-3, the backup fails if you do not provide the domain 
administrator credentials.


14. In the Backup command attribute, type the following backup command:


nsrsnap_vss_save.exe 


Hyper-V Manager
The Hyper-V configuration file and each VM.


APPLICATIONS:\Microsoft Hyper-V


Hyper-V configuration file (Initial Store/Host Component) 
There is one configuration file in the Hyper-V Manager 
installation. This lists the Hyper-V settings for the host 
operating system and the guest operating systems. 


For Windows Server 2008 and 2008 R2:
APPLICATIONS:\Microsoft Hyper-V\Initial Store


For Windows Server 2012:
APPLICATIONS:\Microsoft Hyper-V\Host Component


Hyper-V VM
There are usually multiple VMs on the host operating 
system. 


APPLICATIONS:\Microsoft 
Hyper-V\virtual_machine_name
Child pertains or VMs can be included in a proxy backup group. 
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15. In the Application Information attribute, specify the attributes for the backup.


Table 12 on page 52 lists the variables that can be specified in the Application 
Information attribute of the client resource.


Table 12  Hyper-V application information variable settings 


Attribute name Description Values


 


16. Click the Globals (1 of 2) tab. 


17. In the Aliases attribute, type the NETBIOS name for the client. 


NMM client uses the host machine NETBIOS or “short” name when connecting to the 
NetWorker server to browse backups. If the NETBIOS name is not found, NMM will not 
be able to display backups. 


18. Click the Globals (2 of 2) tab.


19. If you are setting up a proxy client for the NMM client, type the host name of the proxy 
client in the Remote Access attribute.


If the NMM client is part of a cluster, type the names of the physical nodes of the 
cluster in the Remote Access attribute. 


20. Click OK.


Performing cluster-level and CSV VM backups


NetWorker performs CSV VM backups through a client resource created for the cluster 
virtual server only. You create client resources for all of the nodes in the cluster and for the 
cluster server. However, the backup will be scheduled against the cluster virtual server 
client resource only. NetWorker indexes the backup against the cluster server name. 


NSR_SNAP_TYPE=value Specifies the snapshot service 
provider name.


vss
This value is required.


NSR_FEDERATED_BACKUP Marks the backup for CSV 
recovery.


Yes


NSR_FEDERATED_PSOL Optional. Specifies the order in 
which to back up the VMs. If a 
server is not available or down, 
then NMM performs the 
backup from the node to which 
the cluster server name 
resolves.


Type a comma-separated list of the 
server names. For example:
NSR_FEDERATED_PSOL=server1, 
server2, server3


NSR_EXCLUDE_SMB Optional. Excludes that have 
data stored on SMB file 
servers. By default, SMB VMs 
are included in the writer level 
backup. 


Yes


NSR_VSS_FULL_BACKUP Performs VSS FULL or VSS COPY 
backups in guest VMs. By 
default, all Hyper-V VM 
backups are VSS COPY type.


Yes


NSR_VSS_FORCE_SYSTEM
_PROVIDER


Required for backups that are 
hosted over SMB-3.


No
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When you perform a backup on a specific cluster node, the backup requestor can only 
include the clustered VMs that are currently active on that node. This is to ensure that for 
each cluster node, only VMs active on that node are backed up and that the host is the 
coordinating node. In addition, the cluster node where the shadow copy is being created 
must be the coordinating node for the CSV. Therefore, backup of VMs on the same CSV but 
on different nodes must be serialized.


NMM supports backups for all CSV VMs as well as individual CSV VMs. “Configuring 
backups” on page 45 provides details about how to perform Hyper-V backups.


A Hyper-V CSV distributed backup supports only conventional backups from a temporary 
shadow copy (rollover). NMM does not support proxy host backups and instant backups 
that use persistent point-in-time shadow copies. 


Hyper-V CSV supports only a RolloverOnly backup policy or a retention=0 snapshot 
management policy. The Hyper-V CSV backup is a federated backup, where one Hyper-V 
server spawns jobs on other Hyper-V servers in cluster environment to perform the 
backups of all the VMs residing on CSV volumes. 


Performing a CSV-level backup
To perform a CSV-level backup


◆ Set the save set attribute “Applications: \Microsoft Hyper-V\” in the client resource for 
the cluster virtual server to back up all the CSV VMs in the cluster.


◆ Add NSR_FEDERATED_BACKUP=yes to the Application Information attribute in the 
client resource.


Performing a CSV VM backup 
To perform a CSV VM backup, set the save set attribute APPLICATIONS:\Microsoft 
Hyper-V\N2_VM01 in the client resource for the cluster virtual server to back up the CSV 
VM in the cluster. 


NMM supports backup of non-clustered VMs that run on specific cluster nodes. NMM 
excludes VMs that do not reside on the CSV from the CSV backup. Backup and recovery of 
non-clustered VMs is managed through the individual physical node name, not the cluster 
virtual server client resource. The physical node name is the client resource name. 


The number of save sessions depends on the number of Hyper-V VMs the volume 
contains, not on whether the VMs is hosted on single CSV volume or on multiple CSV 
volumes.
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CHAPTER 3
Recoveries


This chapter includes the following topics:


◆ Overview.................................................................................................................  56
◆ Turning the VM offline for recovery ..........................................................................  56
◆ Hosting the recovered virtual systems .....................................................................  56
◆ Specifying the destinations for the Hyper-V configuration files and virtual system ...  57
◆ Selecting Hyper-V recovery options .........................................................................  57
◆ Selecting the destination of Hyper-V recovery..........................................................  58
◆ Restoring Hyper-V CSV VMs .....................................................................................  61
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Overview
Depending on what you specified in the backup save set, you can recover the following 
from a NMM 3.0 Hyper-V VM backup:


◆ All of the Hyper-V components


◆ The Initial Store/Host Component configuration file


◆ Individual VMs


◆ Individual files and folders


The following sections describe Hyper-V recovery:


◆ “Turning the VM offline for recovery” on page 56


◆ “Hosting the recovered virtual systems” on page 56


◆ “Specifying the destinations for the Hyper-V configuration files and virtual system” on 
page 57


◆ “Selecting Hyper-V recovery options” on page 57


◆ “Selecting the destination of Hyper-V recovery” on page 58


◆ “Restoring Hyper-V CSV VMs” on page 61


Turning the VM offline for recovery
Before you start the recovery operation, take the VM offline. If the VM is online when you 
start the recovery, the Hyper-V Writer will turn off the VM. 


Once the VM is offline, the recovery process destroys the current VM, recovers the recovery 
version, and registers the VM. 


The Hyper-V Writer automatically detects whether the VM is online, and turns it off. No 
action is required by you.


Hosting the recovered virtual systems
The Destination Host page allows you to specify the server on which you want to host the 
recovered virtual systems.


To recover to the same location as the original:


1. Select Recover (Overwrite) Virtual System to original location. 


The Finish button is available and Next button is unavailable when you select this 
option. 


2. Click Finish. 


The Finish button validates the server location and displays the Hyper-V Recovery 
Options page. 
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Specifying the destinations for the Hyper-V configuration files and 
virtual system


The Destination Path page allows you to specify the destination directory for the Hyper-V 
configuration files, and the destination host for each virtual system. 


To change settings on this page: 


1. In the Destination for Hyper-V configuration files dialog box, click Browse to change 
the destination path. 


The Select Virtual System Destination list displays the destinations for each virtual 
system VHD. The specified host must have the NMM client installed. 


2. To change a destination host:


a. Select a virtual system.


b. Click Change Destination. 


The Remote Directory Browser dialog box appears. 


3. Click Finish to validate the settings. 


If the destinations are valid, then the Hyper-V Recovery Options Summary dialog box 
appears.


Selecting Hyper-V recovery options
The Recovery Options Summary page lists the Hyper-V Recovery and NetWorker Recovery 
options. This allows you to review the settings before you start the recovery. 


The Hyper-V Recovery Options page appears when you click Recover in the Hyper-V 
Recover Session view or at the end of the Hyper-V Recovery wizard. This page displays the 
settings specified in the Destination Host Selection page and Destination Path page. 


To change the Hyper-V recovery options:


◆ If you have reached this page through the Hyper-V Recover Session toolbar:


a. Click Cancel > Advanced Options. 


The Hyper-V Recovery Options wizard starts. 


b. In the Hyper-V Recovery Options wizard, click Back. 


◆ If you have reached this page through the Hyper-V Recover Session view, click 
Advanced Options on the Hyper-V Recover Session toolbar. 


To change the NetWorker recover options, do one of the following:


◆ Click Recover Options. 


◆ In the Hyper-V Recover Session view, click Recover Options on the Hyper-V Recover 
Session toolbar. 


The NetWorker Recover Options settings are specified on the General, NetWorker, and 
Security tabs. To validate all pages, click Start Recover. If all pages are valid, the wizard 
closes and recovery starts. 
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Selecting the destination of Hyper-V recovery
You can select the destination of the Hyper-V recovery in the following ways:


◆ To the original machine — “Performing Hyper-V recovery to the original machine and 
location” on page 58 provides details.


◆ To a different machine or location — “Performing a directed Hyper-V recovery to a 
different machine or location” on page 59 provides details.


When you perform a Hyper-V recovery on Windows Server Core 2008, 2008 R2, or 2012 
the recovery is a directed recovery. Because the Server Core installation does not provide a 
GUI, you must use another machine to start the recovery. To recover a Windows Server 
2012 Server Core VM through directed recovery, you must use the No Proxy option. 


“Restrictions and requirements for relocating and restoring data to a different location” on 
page 77 provides details about other restrictions.


Performing Hyper-V recovery to the original machine and location


You may need to restore VMs to their original location if the VMs have been corrupted or 
deleted. 


When you restore VMs to the original Hyper-V server, the original drive letters or mount 
points for the VMs must exist on the system, and the directory paths are automatically 
created. If any of the files from the VMs are still on the Hyper-V Server, then the restore 
deletes or overwrites the files. 


If the restored VM was a clustered VM, then the restore creates the VM on one of the 
cluster nodes. However, you must use Microsoft Cluster Manager to make the VM highly 
available.


Because Hyper-V recognizes VMs by an internal GUID, you can not move or rename the 
current VM during the restore if the VM exists on the Hyper-V Server.


The Initial Store file (Windows Serer 2008 and 2008 R2) and the Host Component file 
(Windows Server 2012) contain the authorization configuration for Hyper-V. You may need 
to restore the Initial Store/Host Component to the original Hyper-V Server if the file has 
become corrupted or you need to roll back the authorization settings. The NMM system 
state backups also include the Initial Store/Host Component. 


To recover Hyper-V components to the original machine and location:


1. Open the NMM client software and select the NetWorker Server on which the NMM 
client software was configured for backup. 


If NMM client is part of a cluster, select the physical client to which you are recovering 
data. The physical client can be selected from the Client list attribute in the 
application toolbar.


2. From the left pane, select Recover > Hyper-V Recover Session.


3. From the navigation tree, select the Hyper-V Writer or individual VMs under the 
Hyper-V Writer. 


4. From the Hyper-V Recover Session toolbar, click Recover.


The Hyper-V Recover Session Summary dialog box appears.
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5. If all the options look correct, then go to step 11 . If you want to change options, then 
go to step 7 .


6. Click Recover Options.


7. On the General tab, specify the Diagnostic Output Level.


8. On the NetWorker tab, specify the Restore Type, and then select or clear Terminate 
recover of item, if errors are encountered.


To restore Hyper-V components select the Restore Type of Conventional Restore 
restore type.


9. On the Security tab, specify pass phrases if any are needed. For GLR recovery, mount 
the VM.


10. Click OK to close the Hyper-V Recover Session Options dialog box. 


11. Click Start Recover. 


NMM validates all pages. If all pages are valid, then the recovery begins. 


Performing a directed Hyper-V recovery to a different machine or location


You can restore a VM to the original Hyper-V Server, but move the VM files to different file 
system locations. This type of restore is necessary if the VM files were moved after the 
selected backup time and you want to preserve the new locations.


If the original VM is present, then the VM is overwritten during the restore. 


To recover Hyper-V components to a different machine or location:


1. Open the NMM client software and select the NetWorker Server on which the NMM 
client software was configured for backup. 


If NMM client is part of a cluster, select the physical client to which you are recovering 
data. The physical client can be selected from the Client list attribute in the 
application toolbar.


2. From the left pane, select Recover > Hyper-V Recover Session.


3. From the navigation tree, select the Microsoft Hyper-V Writer, or the individual VMs 
under the Microsoft Hyper-V Writer. 


4. From the Hyper-V Recover Session toolbar, click Advanced Recovery.


The Hyper-V Restore Wizard starts and the Destination Host page appears.


5. Specify the destination host server for the Virtual System recover:


• To recover to the same location as the original:


a. Select Recover (Overwrite) Virtual System to original location.


b. Perform the steps in “To perform validation and start recovery:” on page 61.
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• To recover to a different path on the same Hyper-V Server:


a. Select Recover Virtual System to a different path and then click Next. 


The Destination Path page appears, and you can specify a destination for each 
Virtual System. The specified host must have the NMM client installed. 


If the VM is online or active, you must recover the VM to the same node on 
which it is active.


b. Click Browse to specify the destination location for the configuration files. After 
you select the destination location for the configuration files, you can change 
the destination location for the VM’s virtual disks. 


c. To change the destination location for a virtual disk, select the VM’s virtual disk 
in the list, and then click Change Destination. Repeat as needed for each virtual 
disk destination that you want to change.


d. When you have completed changing destinations, go to “To perform validation 
and start recovery:” on page 61.


The destinations provided on this page are Microsoft's default configuration file 
locations and may not match your Hyper-V configuration. Change the destination 
as needed.


When you attempt a directed recovery to a different path on the same Hyper-V 
server, the recovery process takes the recovery VM offline and then recovers the 
data to the alternate location. NMM registers the VM pointing to the data in the 
new location.


You can remove the Virtual Hard Disk (VHD) files of the original VM manually after 
the recovered Hyper-V child components are up and running.


• To recover to a different Hyper-V server:


a. Click Recover Virtual System to a different Hyper-V Server.


b. From the Select Remote Host list, click the server you want to recover to. 


c. Click Next. 


The Destination Path page appears, where you can specify a destination for 
each Virtual System. 


d. On the Destination Path page, click Browse to specify the destination location 
for the configuration files. After you select the destination location for the 
configuration files, you can change the destination location for the VM’s virtual 
disks. 


e. To change the destination location for a virtual disk, select the VM’s virtual disk 
in the list, and then click Change Destination. Repeat as needed for each virtual 
disk destination that you want to change.


f. When you have completed changing destinations, go to “To perform validation 
and start recovery:” on page 61.
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The destinations provided on this page are Microsoft's default configuration file 
locations and may not match your Hyper-V configuration. Change the destination 
as needed.


When you attempt a directed recovery to a different Hyper-V Server and the 
destination Hyper-V Server has an existing VM with the same name as the one 
being recovered, the recovery process takes the VM offline and recovers the data to 
the alternate location. NMM registers the VM pointing to the data in the new 
location.


You can remove the VHD files of the original VM present earlier with the same 
name manually after the recovered Hyper-V child components are up and running.


To perform validation and start recovery:


1. Click Finish. 


NMM performs validation: 


• If the validation is not successful, then NMM displays an error message. 


• If the validation is successful, then NMM displays a summary page that lists the 
Hyper-V and NetWorker Recover options that you specified.


• If you need to change any of the options, click the Recover Options or Back button. 


2. Click Start Recover.


NMM validates all pages. If all pages are valid, NMM starts the recovery. 


Restoring Hyper-V CSV VMs
The following sections describe the supported types of Hyper-V CSV restore:


◆ “Restoring multiple CSV VMs to the original location”  on page 62


◆ “Restoring an individual CSV Hyper-V VM to a different location”  on page 63


◆ “Restoring with a Windows Server 2012 proxy CSV server”  on page 64


CSV VMs overview


NMM supports restores for Hyper-V CSV VMs at the cluster level and at the individual CSV 
VM level. NMM supports restores only on supported NMM hosts that run the Hyper-V 
service. This host may be outside of the cluster. 


NMM restores the CSV VMs that you select on the cluster node where the VM is currently 
active. If a CSV VM does not exist at the time of restore, then NMM restores the VM to the 
majority node.


If no VMs exist in the cluster, then for the deleted VM:


◆ If the winclient started within the cluster, then the restore operation starts on the node 
that runs the winclient.


◆ If the winclient is started from outside cluster, then NMM recovers the deleted VM to 
the cluster owner node.
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Relocation restore of a clustered VM to a node where it is not active is not allowed on the 
cluster where the VM resides. If you request a relocated restore of a VM to a node on a 
cluster, but the VM is already active on another cluster node, then the restore will fail. EMC 
recommends that you move the VM to the desired node first and then initiate the VM 
restore.


When you select a single VM in the Hyper-V Plug-in, NMM supports the following types of 
restores:


◆ Default restore (Restore on the cluster node where the VM is active) — This is the 
default restore when you click “Restore…” NMM restores the selected VM to the 
cluster node where it is active. If the VM does not exist, NMM restores it to the 
majority node where most of the VMs are active.


◆ Advanced restore — When you click the “Advanced restore…” option, you can select 
one of the following options:


• Recover Virtual System to active virtual system cluster node 
If the VM is already active on the destination cluster node, then you can restore the 
VM to a path that differs from the path at the time of the backup.


• Restore Virtual System to a different cluster node 
You can restore the selected VM to an alternate node in the cluster if the VM does 
not exist in the cluster. If the VM exists in the cluster but is not active on the 
destination node, then the restore fails. In this case, first migrate the VM to the 
destination node and then perform either a default restore or an advanced restore.


• Recover Virtual System to a different Hyper-V server 
You can restore the selected VM to Hyper-V server outside of the cluster.


You can choose to restore all CSV VMs or multiple CSV VMs. NMM cannot restore the 
selected CSV VMs on their respective cluster nodes when the VM is active. If a CSV VM 
does not exist at the time of restore, NMM restores the VM to the majority node.


After you recover a VM, confirm that the recovery process registers the VM. If the VM is not 
registered as a cluster resource, use Failover Cluster Manager, to register the VM as cluster 
resource.


When you restore Hyper-V VMs over SMB 3.0, use the same the steps that you use for 
other recovery types.


Restoring multiple CSV VMs to the original location


To restore multiple clustered Hyper-V VMs to the same location as the original CSV VM:


1. Open the NMM client software.


2. From the left pane, select Recover > Hyper-V Recover Session.


3. From the navigation tree, select Image Recovery. 


4. Select the cluster name from the Client menu.


5. Select the VMs you want to restore.


6. Click Recover. 
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7. Click Start Recover.


NMM validates the information on all pages. If all pages are valid, then NMM starts the 
recovery.


8. Perform the steps in “To perform validation and start recovery:” on page 61.


Restoring an individual CSV Hyper-V VM to a different location


To recover an individual CSV VM to a different location:


1. Open the NMM client software.


2. From the left pane, select Recover > Hyper-V Recover Session.


3. From the navigation tree, select Image Recovery. 


4. Select the cluster name from the Client menu.


5. Click Advanced Recover.


The Hyper-V Restore Wizard starts and the Destination Host page appears.


6. Select the destination to restore the CSV VM. 


• To restore the VM to the node on which it is currently active:


a. Click Recover Virtual System to Active Virtual System Cluster Node. 


b. Click Next. A dialog box displays the following warning: “Proxy based restore 
outside Cluster is Not Supported.”


c. Click OK.


d. Click Recover Options 


e. Select the CSV Proxy Server tab.


f. Click No Proxy.


• To restore the VM to a different node: 


a. Click Restore Virtual System to a different cluster node.


b. Select the remote host to which you will restore the CSV VM.


c. Click Next.


d. Specify the destination path for the configuration files.


This option is only available if the selected VM does not exist in the cluster. To restore 
a VM that exists on the cluster but is not active on the destination node, you must first 
migrate the VM to the destination node and then perform either a default restore’ or 
an advanced restore.


• To restore the VM to a different Hyper-V Server: 


a. Click Recover Virtual System to a different Hyper-V Server.


b. Select the remote host to which you will restore the CSV VM.


c. Click Next.
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d. Specify the destination path for the configuration files.


7. To perform validation and start recovery:


a. Click Finish. 


NMM performs validation: 


– If the validation is not successful, then NMM displays an error message. 


– If the validation is successful, then NMM displays a Summary page that lists 
the specified Hyper-V and NetWorker Recover options. 


– If you need to change any of the options, click the Recover Options or Back 
button.


b. Click Start Recover:


NMM validates the information on all pages. If all pages are valid, then NMM 
starts the recovery. 


Restoring with a Windows Server 2012 proxy CSV server


To select a proxy node for the CSV recovery operation:


1. Open the NMM client software.


2. From the left pane, select Recover > Hyper-V Recover Session.


3. Click the CSV Proxy Server tab. 


4. Select a proxy server recovery option:


• For stand-alone setups: Select No Proxy.


• For federated setups: Select one of the following options:


– Local Server or Current Host Server: Select this option only for nodes 
configured using the Windows Server 2012 GUI.


When the NMM GUI runs on a server in the cluster, NMM treats the local host as 
the default server. Otherwise, NMM treats the current host server, the server to 
which cluster server name resolves, as the default server for recovery 
operations.


– Choose a Server: Select this option for nodes configured using the Windows 
Server 2012 GUI or nodes configured using Windows Server 2012 core.


Select a server from the drop-down box to choose a proxy for recovery 
operations. You can select any server in the cluster.


– No Proxy: Select this option for all Windows Server 2012 installations. 


No proxy server will be used.


5. Click OK.


6. Click Recover. 


7. Click Start Recover.


8. Perform the steps in “To perform validation and start recovery:” on page 61.
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Troubleshooting RPC service failure messages


The following section describes how to troubleshoot RPC service failure messages.


Error connecting to RPC server
The following RPC failure message appears: 


Agent connection failed: Can't connect to RPC server on 
NMM_client_name


where NMM_client_name is the NMM client name.


Workaround


Perform the following steps:


1. In User Environment Variables, create two environment variables and type a value to 
specify the number of seconds for each variable:


a. NSR_CSC_RPC_TIMEOUT  
The typical value is 6 seconds.


b. NSR_CSC_METHOD_TIMEOUT  
The typical value is 180 seconds.


2. Restart the host where you launched the NMM restore GUI. 


Unauthorized client
When you perform a directed recovery, the following error appears: 


Agent connection failed: Request received from unauthorized client 
NMM_client_name


where NMM_client_name is the NMM client name.


Workaround


Manually stop the nsrcscd.exe process on the destination host and then perform the 
directed recovery. 
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Overview
Granular level recovery (GLR) provides the ability to recover specific files from a single 
backup without recovering the full VM, reducing the recovery time.


NMM can perform a GLR for backups of Hyper-V VMs that you created with NMM 2.4 or 
above. You can only use GLR for VMs running Windows operating systems.


You perform Hyper-V GLR by using the NMM GLR feature, preferably on a proxy system. The 
NMM GLR feature uses NetWorker Virtual File System (NWFS) to mount the VM that 
contains the items to recover. When the Hyper-V GLR completes, you can chose to 
unmount the VM from NWFS or perform another Hyper-V GLR operation. You can only use 
Hyper-V GLR to recover data that has been rolled over to GLR-capable backup media. The 
NetWorker Module of Microsoft Release 3.0 Administration Guide provides more 
information on NWFS.


NMM only allows browsing and recovery of one VM at a time, and NMM does not support 
the recovery of the same backup to multiple clients simultaneously. If you try to mount 
another VM while you use the Hyper-V GLR, NMM unmounts the first VM and you lose 
access to the contents of the first VM until you remount it. You cannot recover system-state 
files and folders with Hyper-V GLR.


EMC recommends that you provision a system to act as the NMM Hyper-V GLR proxy. The 
Hyper-V GLR proxy has the required setup so that you can granularly recover files from a 
Hyper-V image backup. NMM supports the use of a 64-bit Windows Server 2008 R2 or 
Windows Server 2012 VM or physical machine as the GLR proxy system. You must install 
the NMM GUI and NWFS on the system in order to have GLR functionality. Using this GLR 
proxy setup, you can now restore files from any NMM Hyper-V backup of a Hyper-V VM with 
a supported operating system installed. After NMM restores the files or folders that are 
local to the proxy machine, you must manually move or data mine the files as needed. The 
NetWorker administrator configures the NetWorker authentication to allow the NMM 
Hyper-V GLR proxy client the rights to restore any save set that NMM needs to mount by 
using NWFS. See the NetWorker Administration Guide for more information.


You can install NMM and NWFS on any systems including any Hyper-V Guest VM, Hyper-V 
server, or stand-alone system, as long as the operating system is Windows Server 2008 R2 
or greater.


Windows Server 2012 Hyper-V GLR features


NMM supports the following Windows Server 2012 Hyper-V GLR features:


◆ Recovery of data from a VHDX hard disk


◆ Recovery of FAT32, NTFS, and ReFS volume data


◆ GLR of Hyper-V VMs over SMB 


◆ Recovery of deduplicated data, after you enable the Deduplication role


NMM does not support the following Windows Server 2012 Hyper-V GLR features:


◆ Recovery of data from a Windows Server 2012 Storage Spaces disk on a VM


◆ Differencing disk with parent and child hard disk on different hard drives
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Recovering Hyper-V files and folders
While you perform the steps in the following procedure, you can switch to the Monitor 
pane to see the progress of the recovery operation and to check for error messages. NMM 
displays any problems attaching hard disks, recognizing VM, or expanding VMs in the 
Monitor window.


To perform a Hyper-V granular level recovery:


1. Open the NMM client.


2. From the left pane, click Recover > Hyper-V Recover Session > Granular Level Recovery.  
NMM displays the GLR-capable VMs for the selected client, as shown in Figure 11 on 
page 69. 


Figure 11  Granular Level Recovery option


When you attempt to mount an incompatible backup, such as a backup not created 
using NMM 2.4 or later, or a backup of a non-Windows VM, an error message appears. 
To view all compatible backups available and select a compatible backup, launch the 
version dialog box.


3. In the navigation tree, locate the Hyper-V VM that contains the folders or items you 
want to recover.


To search for a particular VM or item within the save set, right-click the VM and then 
click Search for.


4. Right-click the target VM and then click Mount.


NMM uses NWFS to mount the VM.


Note: If another VM is already mounted for GLR recovery, NMM notifies you that it will 
unmount the first machine. Click OK to continue the mounting process with the second 
VM, or click Cancel to leave the first machine mounted.


5. Click a VHD to display a list of the VMs it contains in the right pane, as shown in 
Figure 12 on page 69. If a VHD does not mount, NMM displays an error message. You 
can continue to work with the other available VHDs. Hyper-V GLR cannot mount raw 
virtual hard disks (hard disks that have not been formatted).


Figure 12  Locate the folders or items on VM

Recovering Hyper-V files and folders 69







Granular Level Recoveries

6. Locate the folders or items that you want to recover by completing one of the following 
steps:


• Expand the VMs to view a list of their contents


• Right-click on a VM and then click Search for to search for a specific folder or item


Depending on VM size, loading a VM can take awhile. You can start other operations in 
the Recover pane while waiting for a VM to load. 


Hyper-V GLR does not support recovering system state data. If a VM partition 
successfully mounts, but does not display any folders or files to browse, it could be 
because all of the data on the VM partition is system state data and therefore can not 
be recovered with Hyper-V GLR. After the VMs are loaded, you can perform data 
mining.


7. Select the check box beside each item that you want to recover. If you select a folder 
for recovery, then NMM also selects the folder contents for recovery.


You can specify a destination file path to recover the files. NMM retains the files in 
their original folder hierarchy. NMM overwrites files that already exist on the 
destination path. If you do not specify a destination path, NMM uses a default 
recovery path.


8. To specify a destination path for the recovered files:


a. Click Recover Options in the Hyper-V Recover Session toolbar. 


b. In the Hyper-V Recover Session Options window, click the Granular tab and specify 
a destination path for the recovered items.


c. Close the Hyper-V Recover Session Options window.


9. Click Recover in the Hyper-V Recover Session toolbar.


10. In the Hyper-V Recover Summary window, click Start Recover to start the recovery. 
NMM recovers the files in the destination path by creating the original folder hierarchy.


11. Close the Hyper-V Recover Session Summary window.


To view the recovery progress, click Monitor in the left pane. When a recovery is in 
progress, you cannot perform other tasks in the Recover pane. After a recovery completes 
you can perform browse and recovery actions on the mounted VM. 


Recovering AES-encrypted data from a Hyper-V VM


You can encrypt backup and archive data on Windows hosts by using an Advanced 
Encryption Standard (AES) Application Specific Module (ASM) pass phrase. If you did not 
specify a pass phrase but configured an AES encrypted backup, NetWorker encrypts the 
data with a default pass phrase. 


During data recovery, you must specify the pass phrase used at the time of backup you did 
not use the default or current pass phrase.
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Do not use AES encryption when backing up files that are encrypted by using Windows 
Encrypting File System (EFS). When NMM applies AES encryption to a file that is also 
encrypted by using the Microsoft EFS, NetWorker reports the backup as successful. 
However, recovery of the file will fail.


To specify pass phrases in the NMM GUI:


1. On the Options menu, select System Recover Session Options.


2. Click the Security tab.


3. Type the pass phrases.


4. Click OK.


5. Perform the granular level recovery.


The NetWorker Administration Guide provides more information about AES encryption and 
setting the backup pass phrase.
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Overview
This chapter includes best practices for backing up and recovering Hyper-V VMs.


Hyper-V Server backup and recovery best practices
This type of backup uses the Hyper-V Writer on the Hyper-V server: 


◆ To get the most benefit from the Hyper-V role, create separate VMs for each 
application, so that the application-type backup and recovery performed at the host 
level is only for Hyper-V. 


◆ After disaster recovery of the Hyper-V server, you may need to recover applications 
within each VM:


• If you are performing separate VM backups.


• These backups are more recent than the complete Hyper-V server backups.


◆ Best use for this type of backup is Bare Metal Recover of a guest and for recovery of 
operating system roles.


◆ Best practice for Initial Store backup is to back up when Hyper-V configuration 
changes are made. Initial Store does not need to be backed up each time a VM guest 
is backed up.


◆ In NMM, the Hyper-V Writer does not support backup of the configuration file Initial 
Store to a proxy client. 


◆ The primary purpose for restoring Initial Store in NMM is for disaster recovery of the 
Hyper-V Server. 


◆ Back up DPM Server, Exchange Server, SQL Server, or SharePoint Server applications 
from within the VM. 


EMC does not recommend that you use the Hyper-V backup to back up applications on 
a VM for the following reasons: 


• The backup process uses the VM copy backup method.


• The backup process does not manage VM logs. For example, the backup process 
does not truncate Exchange logs.


◆ Roll-forward recovery is not available for VM level disaster scenarios. From a Hyper-V 
server, a roll-forward recovery of a VM is not possible. Recoveries from a Hyper-V 
server are point-in-time (disaster recovery).


◆ VM pass-through disks are skipped during Hyper-V server backup.


◆ Basic disks are supported only within VMs.


NMM does not support backups of dynamic disks within VMs. NMM mounts the guest 
snapshot during the Hyper-V backup process, and this changes the disk signature on 
dynamic disks in a guest.


◆ NMM supports Windows Server 2008, 2008 R2, and 2012 Failover Clustering, which 
allows you to configure a failover of VM.
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◆ EMC storage connected to Fibre Channel or iSCSI storage can be used in the parent to 
host VMs.


◆ Do not take a Hyper-V VSS server snapshot of Hyper-V VMs that are part of a 
SharePoint farm.


To back up SharePoint on the Hyper-V VM:


a. Install the NMM client on the VM.


b. Perform the Share Point backup locally from within the VM.


The Microsoft website provides recommendations and requirements about using 
SharePoint and Hyper-V together.


Hyper-V VM applications backup and recovery best practices
This type of backup and recovery is performed within the VM, and uses application and 
system components Writers available on that VM: 


◆ Microsoft recommends using backups within the VM as the preferred method for 
Exchange backup and recovery. 


◆ NMM supports roll-forward recovery for Exchange, when Exchange is backed up within 
the VM. 


◆ Within VMs, standard application backup and recovery rules and capabilities apply, 
including roll-forward recoveries.


◆ NMM skips VM pass-through disks in Hyper-V backups. NMM supports pass-through 
disks backups within the VM.


◆ Windows Server Failover Clustering with iSCSI storage is supported.


◆ VM Windows Server failover clustering with fibre channel storage is not supported 
because SCSI-3 is not supported in Hyper-V VMs.


Improving backup performance in Windows Server 2012 clusters 
with CSV 


When you use the NMM cluster proxy client to perform image-level backups of VMs in a 
Windows Server 2012 cluster with the NMM cluster proxy client, NMM performs the 
backup by using the data is serviced from the cluster node that owns the CSV where the 
VM files reside. For example, Cluster Node 1 owns CSV 1 where the VM 1 files reside, and 
the cluster proxy client is currently executing on Cluster Node 2. When the cluster proxy 
node backs up VM 1, the backup process:


◆ Creates a shadow copy of CSV1.


◆ Streams backup data from Cluster Node 1 to Cluster Node 2.


◆ Routes the backup data to the NMM server.


In this example, the backup performance depends on network performance between the 
cluster nodes. Performance for this backup will be slower than backups where the CSV 
node ownership is co-resident with the cluster proxy client.
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If you use a cluster proxy client for VM backups, then consider the following 
recommendations to improve performance for image-level backups:


◆ Maximize the network bandwidth between the cluster nodes.


◆ Move CSV ownership to the proxy cluster client so that the shadow copies of these 
volumes are local to the backup process.


To maximize backup performance, ensure that the cluster node that runs the NMM proxy 
cluster client owns the targeted CSVs. Before you move the CSVs, consider the following:


◆ Ensure that the cluster node with the cluster client proxy has the capacity to own all 
physical nodes.


The CSV owner node is responsible for file system metadata updates to the NTFS 
partition. If you change the ownership of a CSV volume to a single node, this may 
impact the performance of all the associated VMs on the CSV. The cluster proxy client 
node should have the capacity to be the owner of all CSVs.


◆ Ensure that any CSV you move is in the “healthy state”, online, and in full access 
mode.


There are two ways to change the ownership of a CSV to the proxy node.


• Use the Failover Cluster Manager GUI.


• Use the PowerShell Module ‘FailoverClusters’ cmdlet ‘Move-ClusterSharedVolume’.


The Microsoft Failover Cluster document provides additional instructions for moving 
CSV ownership.


Data mining using Hyper-V granular level recovery
NMM is capable of granular level recovery for backups of Hyper-V VMs created with NMM 
2.4 or above. NMM with Hyper-V also supports data mining the information from the VM 
image drives by using a third party tool such as Kroll OnTrack PowerControls. 


To prepare to mine the data, use the NMM GUI to mount the VM, attach the VHDs, and load 
the VMs. Then you can access the data on the mounted VHDs using the third party tool, 
outside of the NMM GUI. 


For example, if the VM guest is running SharePoint, first use the NMM GUI to mount the 
Hyper-V VM image, attach the VHSs, and load the VMs. Then use Kroll OnTrack 
PowerControls to recover SharePoint sites, lists, libraries, and items.


You must keep the NMM GUI open while you explore and recover files on the mounted VM 
VHDs. If you close or change the focus of the NMM GUI, you lose access to the mounted 
VHDs. A warning displays anytime a closure or focus change will cause loss of access to a 
mounted VM image.
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Restrictions and requirements for relocating and restoring data to 
a different location


Hyper-V has several restrictions on relocating and restoring to other locations. 


Hyper-V does not support:


◆ Directed recovery or relocated recovery of Hyper-V objects on a Hyper-V Server cluster.


◆ Restoring Hyper-V VMs to non-Hyper-V Servers.


◆ Recovering the Initial Store to a different location.


◆ Relocating or redirecting Hyper-V backups taken before an NMM 3.0 upgrade. 


Before you relocate or restore Hyper-V backups, review these requirements:


◆ The parent partition must run Windows Server 2008 SP2 or higher in order to recover, 
with relocation of files, a VM that has Hyper-V snapshots.


◆ When you recover a VM to a second Hyper-V Server, you must update the Network 
Adapter settings of the VM with the Hyper-V Manager before you start the VM.


◆ The destination host must have the NMM client installed. 


◆ When you perform a directed recovery of a VM to a second Hyper-V Server, you must 
update the Network Adapter settings of the VM with the Hyper-V Manager before you 
start the VM.


Restrictions for backup and recovery of Hyper-V VMs in a Windows 
Server Failover Cluster


When a Hyper-V VM resides on a physical host, which is part of a Windows 2008, 2008 R2, 
and 2012 Failover Cluster, you cannot back up or recover the VM as part of the cluster 
virtual server. 


For example, consider the following Failover Cluster setup:


◆ A cluster, Cluster_Virtual_Name, contains two physical machines, 
Physical_Machine_1 and Physical_Machine_2. 


◆ Physical_Machine_1 contains two VMs, VM1 and VM2. 


You want to back up and recover VM1. 


If you create a NetWorker client resource for:


◆ Cluster_Virtual_Name, NMM does not support backup and recovery of VM1 through 
that client resource. 


◆ Physical_Machine_1, you can specify the following values in the save set attribute:


• APPLICATIONS:\Microsoft Hyper-V to back up the Hyper-V application. This 
includes all VMs on the physical machine.


• APPLICATIONS:\Microsoft Hyper-V\VM1 to back up an individual VM, such as VM1.
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You can recover VM1 from a backup of the NetWorker client resource of the physical 
machine, Physical_Machine_1. “Performing Hyper-V recovery to the original machine and 
location” on page 58 describes how to perform this type of recovery.


You can perform a directed recover to recover VM1 from the NetWorker client resource of 
the physical machine, Physical_Machine_1 to the Physical_Machine_2. “Performing a 
directed Hyper-V recovery to a different machine or location” on page 59 describes how to 
perform this type of recovery.


Restrictions for Hyper-V VM granular level recovery
The following restrictions apply when you perform a granular level recovery of a Hyper-V 
VM. 


Windows 2008 R2 and earlier does not support:


◆ Recovery of data from a VHDX hard disk. 


◆ Recovery of deduplicated data. To recover deduplicated volume data, you must enable 
the Deduplication role.


◆ Recivery of ReFs volume data.


NMM Hyper-V GLR does not support differencing disk with parent and child hard disk on 
different hard drives.
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Troubleshooting
The following topics explain how to resolve general issues you might encounter while 
using NMM with Exchange Server.


When recovering multiple Hyper-V CSV VM through proxy, all the VMs are recovered 
but all the VMs are not getting registered


In a Hyper-V CSV setup, when recovery of multiple Hyper-V CSV VMs through proxy is 
performed, all the VMs are restored although only one VM is registered.


Solution


After recovery of multiple Hyper-V CSV VMs through proxy is complete, NMM recovers .VHD 
and .XMLs files. Manually run the following Powershell command to register the VMs that 
are not registered:


PS C:\Users\administrator.CONTOSO> Import-VM -path 
"C:\ClusterStorage\Volume3\CSV-VM-013\CSV-VM-013\Virtual 
Machines\E45E8DBB-FAEF-4A79-B891-5386AB20F66B.xml"  
 
Name State CPUUsage(%) MemoryAssigned(M) Uptime Status  
---- ----- ----------- ----------------- ------ ------  
CSV-VM-013 Off 0 0 00:00:00 Operating normally


After Hyper-V CSV disaster recovery, application data recovery fails and unable to 
browse CSV mount point


After disaster recovery, if NMM is used to restore Hyper-V data, the following issues are 
observed:


◆ Hyper-V recovery of VMs located in a shared disk (but non-CSV volume) fails.


◆ The CSV volumes are not browsable, and recovery of VMs located in CSV volume fails.


Solution


Perform the following steps:


1. Remove stale entries from the cluster resource.


2. In the Domain Controller, start the Active Directory Users and Computers Snap-In, and 
cross-check that the failover cluster virtual network name account of Hyper-V Virtual 
Server is enabled.


Through Advanced Recovery option, recovery of online VM to other node in same 
cluster setup completes


In a Hyper-V CSV setup, when a child partition is up and running, the same child partition 
can be recovered to another node by using the Advanced Recovery option. This creates 
multiple VMs in different CSV nodes. 


Solution


If the VM is online or active, recover the VM to the same node.
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For Hyper-V image recovery, in the differencing disk type configuration, recovery to 
the alternate location fails with error


In the differencing disk type configuration, image recovery of child partition to the 
alternate location fails with error. 


Solution


Follow the example solution provided:


If the source of the backup is:


◆ D:\VMDiff\Diff\VMdiff01\diff.vhd 


◆ D:\VMDiff\Base\SA_Gold\SA_Gold.vhd 


During the recovery, if the alternate location is P:\, then manually create the following 
path in P:\ and then perform the recover:


◆ P:\VMDiff\Diff\VMdiff01 


◆ P:\VMDiff\Base\SA_Gold 


The recovery completes without any error. 


Recovery fails for a child partition in Hyper-V Server 2008 cluster


Recovery of a child partition that is available in Hyper-V Server 2008 cluster fails.


Solution


Use the following procedures to recover a child partition in a Hyper-V Server 2008 cluster:


◆ “The child partition .vhd file is corrupt and the child partition configuration file is 
intact” on page 81


◆ “Both the child partition .vhd file and the child partition configuration file are corrupt” 
on page 82


The child partition .vhd file is corrupt and the child partition configuration 
file is intact


If the recovery of a child partition fails from the NMM GUI, use the following procedure to 
restore the child partition:


1. Locate the child partition (*.vhd) file path.


2. Move the corrupted .vhd file to a safe location (network share drive) for future 
reference, if needed.


3. Create a dummy .vhd file that is identical to the original child partition that was 
created before the corruption occurred.


4. Use the NMM GUI to select the child partition and perform a restore to the original 
location.
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5. Start the child partition after recovery is complete.


6. After the child partition is functional, discard the .vhd file that was placed in a safe 
location on the network share drive.


Both the child partition .vhd file and the child partition configuration file 
are corrupt


If the recovery of a child partition fails from the NMM GUI, use the following procedure to 
restore the child partition:


1. Locate the child partition .vhd file and configuration file .xml path. 


2. Copy the child partition .vhd file path and the configuration file to a safe location on a 
network share drive.


3. Remove the child partition from the cluster service.


4. From the Hyper-V Management Console, delete the child partition. 


5. Delete the corrupted .vhd files from the local hard drive.


6. Create a dummy child partition that has the identical details to the original child 
partition that was created before the corruption occurred. This includes the following:


• Child partition name


• .vhd file location


Do not install the operating system on the child partition. 


7. From the Failover Cluster Manager Console, add this dummy child partition to the 
cluster service. This makes the child highly available.


8. Use the NMM GUI to select the child partition and perform a restore to the original 
location.


9. From the Hyper-V Management Console, after the restore operation:


a. Observe that two child partitions with the same name are available. 


b. Note that one of the child partitions is the duplicate or corrupted instance that 
needs to be deleted.


10. From the Failover Cluster Manager Console, remove the child partition from the cluster 
service. 


11. From the Hyper-V Management Console:


a. Start both instances of the child partitions. One of the instances will start 
successfully and the other will fail.


b. Identify the corrupted instance, the one that fails to start.


c. Delete the corrupted instance.


d. Shut down the working instance of the child partition.


12. From the Failover Cluster Manager Console, make the child partition highly available.
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13. Start the child partition after the restore operation is complete.


14. After the child partition is functional, discard the .vhd files and the configuration file 
that were placed in a safe location on the network share drive.


NMM registers corrupted Hyper-V child partition to Hyper-V Server


Even if a recovery operation for a Hyper-V child partition fails, NMM still registers the 
corrupted Hyper-V child partition to the Hyper-V Server.


Solution


After receiving a confirmation about a failed recovery operation, the Hyper-V system 
administrator must delete the following:


1. The corrupted Hyper-V child by using the Hyper-V Manager.


2. The corresponding child partition .vhd files.


Hyper-V pass-through disks may not be backed up in a child partition backup 


For Hyper-V backups, the child partition pass-through disks are skipped in Hyper-V parent 
partition backup, and child partition pass-through disks are supported by backups within 
the child partition.


However, in some cases, Hyper-V parent partition backup of a child partition with a 
pass-through disk may fail completely. If this occurs, contact Microsoft support for 
assistance because the problem may be with the hardware configuration or the Microsoft 
Hyper-V writer.
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This glossary contains terms related to disk storage subsystems. Many of these terms are 
used in this manual.


A


ad hoc backup See manual backup.


administrator The person normally responsible for installing, configuring, and maintaining NetWorker 
software.


administrators group Microsoft Windows user group whose members have the rights and privileges of users in 
other groups, plus the ability to create and manage the users and groups in the domain. 


Application Specific 
Module (ASM)


Program that is used in a directive to specify how a set of files or directories is to be 
backed up or recovered. For example, compressasm is a NetWorker directive used to 
compress files.


ASR writer The VSS Writer, which is responsible for identifying critical data that is needed to perform 
an offline restores.


archive Backing up directories or files to an archive volume to free disk space. Archived data is not 
recyclable. 


archive volume Volume used to store archive data. Archived data cannot be stored on a backup volume or 
a clone volume.


auto media management Feature that enables the storage device to automatically label, mount, and overwrite an 
unlabeled or recyclable volume.


autochanger See library.


autochanger sharing See library sharing.


B


backup Operation that saves data to a volume.


See also conventional backup and snapshot.


backup components See metadata document.


backup group See group.


backup level See level.


backup volume Volume used to store backup data. Backup data cannot be stored on an archive volume or 
a clone volume. See also volume. 
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bootstrap Save set that is essential for NetWorker disaster recovery procedures. The bootstrap 
consists of three components that reside on the NetWorker server. The media database, 
the resource database, and the server index.


Boot Configuration Data 
(BCD)


The ASR Writer component that identifies the location of the boot configuration database. 
This is required to perform an offline restore.


browse policy NetWorker policy that specifies how long backed-up data will be readily available for 
recovery. Backed-up data that has not exceeded its browse policy time can be recovered 
more quickly than data that has exceeded its browse policy time but not its retention 
policy time. See also retention policy.


C


carousel See library.


client Computer, workstation, or fileserver whose data can be backed up and recovered. 


client file index Database that tracks every database object, file, or file system that is backed up. The 
NetWorker server maintains a single client index file for each client. 


client-initiated backup See manual backup.


client resource NetWorker server resource that identifies the save sets to be backed up on a client. The 
client resource also specifies information about the backup, such as the schedule, browse 
policy, and retention policy for the save sets. See also client and resource.


clone Reliable copy of backed up data. Unlike volumes created with a simple copy command, 
clone volumes can be used in exactly the same way as the original backup volume. Single 
save sets or entire volumes can be cloned.


clone volume Exact duplicate of a backup volume. One of four types of volumes that NetWorker software 
can track (backup, archive, backup clone, and archive clone). Save sets of these different 
types may not be intermixed on one volume.


cluster 1. Two or more independent network servers that operate and appear to clients as if they 
are a single unit. The cluster configuration enables work to be shifted from one server to 
another, providing "high availability" that allows application services to continue despite 
most hardware or software failures. Also known as an agent (Sun), logical server (HP 
TruCluster), package (HP-UX), and virtual server (Microsoft). 


2. Group of disk sectors. The operating system assigns a unique number to each cluster 
and keeps track of files according to which clusters they use. 


cluster shared volume 
(CSV)


A shared disk that contains an NTFS volume that is accessible for read and write 
operations by all nodes within the cluster. A virtual machine stored on CSV can change 
ownership from one node to another. 


Cluster VSS Writer In a Windows Server 2012 cluster with virtual machine storage on CSV, the Cluster VSS 
Writer reports components for backup for virtual machines that are owned by nodes other 
than the proxy or local node.
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command line Line on a display screen, also known as a command prompt or shell prompt, where you 
type software commands.


component 1. Group of related data that must be treated as a single unit for backup and recovery. 


2. In Microsoft VSS terminology, a component is a subordinate unit of a writer.


components metadata 
document


See metadata document.


consistent State of a dataset that is fully and immediately available to an application view.


console server Software program that is used to manage NetWorker servers and clients. The Console 
server also provides reporting and monitoring capabilities for all NetWorker processes.


conventional backup See nonpersistent snapshot. 


critical volume Any volume containing system state files or files for an installed service, including 
volumes mounted as NTFS directories which contain such files. The volume where a 
critical volume is mounted is also considered to be critical. This is required to perform an 
offline restore, however maybe optional for this release depending upon the difficulties of 
implementing this feature.


CSV Shadow Copy 
Provider


The VSS provider that performs the snapshot for virtual machines that are owned by nodes 
other than the proxy node in a Windows Server 2012 cluster with virtual machine storage 
on CSV.


D


domain controller Computer that stores directory data and manages user interactions within a domain, 
including logon, authentication, directory searches, and access to shared resources.


Data Mover (DM) Client system or application, such as NetWorker, that moves the data during a backup, 
recovery, or snapshot operation. See also proxy client.


data retention policy See retention policy.


datawheel See library. 


datazone Group of hosts administered by a NetWorker server.


Dynamic Drive Sharing 
(DDS)


Feature that allows NetWorker software to recognize shared drives.


device 1. Storage unit that reads from and writes to backup volumes. A storage unit can be a tape 
device, optical drive, autochanger, or file connected to the server or storage node.


2. When dynamic drive sharing (DDS) is enabled, refers to the access path to the physical 
drive.


Distributed File System 
(DFS)


Microsoft Windows add-on that allows you to create a logical directory of shared 
directories that span multiple machines across a network.


directed recovery Method of recovery that recovers data that originated on one client computer and 
re-creates it on another client computer.
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directive Instruction that directs NetWorker software to take special actions on a given set of files 
for a specified client during a backup or recovery operation. Directives are ignored in 
manual (unscheduled) backups.


disk subsystem Integrated collection of storage controllers or HBAs, disks, and any required control 
software that provides storage services to one or more hosts, such as CLARiiON arrays.


F


file index See client file index.


File Server VSS Agent 
Service


A service that lets you create volume shadow copies of applications that store data on a 
file server.


File server VSS provider Sends commands through the VSS infrastructure to enable VSS operations on remote file 
servers.


File server VSS agent Responds to commands from the file server VSS provider to back up server applications 
that store data on a file server. 


file system 1. The software interface used to save, retrieve, and manage files on storage media by 
providing directory structures, data transfer methods, and file association. 


2. The entire set of all files.


full backup See level.


G


group Client or group of client computers that are configured to back up files at a designated 
time of day.


granular recovery Granular recovery provides the ability to recover specific files in seconds from a single 
backup. This dramatically reduces the recovery time and the footprint of the backup on 
storage resources.


guest operating system The operating system on a virtual machine. 


GUID The globally unique identifier of a virtual machine.


H


high-available system System of multiple computers configured as cluster nodes on a network that ensures that 
the application services continue despite a hardware or software failure. Each cluster 
node has its own IP address with private resources or disks that are available only to that 
computer.


host ID Serial number that uniquely identifies a host computer.


I


inactivity timeout Number of minutes to wait before a client is considered to be unavailable for backup.
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incremental backup Backup level in which only files that have changed since the last backup are backed up. 
See also level.


Initial Store An XML file on the management operating system that contains role-based security 
configuration details for Hyper-V.


instant backup Process of creating a point-in-time copy (snapshot) of data from a single client and saving 
it on a primary storage volume, which can be immediately recovered as a backup copy. 


instant restore Process of copying data created during an instant backup to its original location, or to an 
alternate location, during a recover operation. 


Integration Components A collection of services and software drivers that maximize performance and provide a 
better user experience within a virtual machine. Integration services are only available 
through Integration Components for supported guest operating systems. 


J


jukebox See library. 


label Electronic header on a volume used for identification by NetWorker or other Data Mover 
application.


legacy method Use of special-case Microsoft APIs to back up and recover operating system components, 
services, and applications.


level Backup configuration option that specifies how much data is saved during a scheduled or 
manual backup. A full (f) backup backs up all files, regardless of whether they have 
changed. Levels one through nine [1-9] backup files that have changed since the last lower 
numbered backup level. An incremental (incr) backup backs up only files that have 
changed since the last backup.


library Hardware device that contains one or more removable media drives, as well as slots for 
pieces of media, media access ports, and a robotic mechanism for moving pieces of 
media between these components. Libraries automate media loading and mounting 
functions during backup and recovery. The term library is synonymous with autochanger, 
autoloader, carousel, datawheel, jukebox, and near-line storage.


library sharing Shared access of servers and storage nodes to the individual tape drives within a library. 


local cluster client NetWorker client that is not bound to a physical machine, but is instead managed by a 
cluster manager. It is also referred to as a logical or virtual client.


locale settings Settings that specify the input and output formats for date and time, based on local 
language conventions.


LUN (logical unit) Logical unit of storage on a CLARiiON system. This refers to a device or set of devices, 
usually in a CLARiiON storage array.


LUN address SCSI identifier of a logical unit number (LUN) within a device target. Each LUN address 
identifies a device on a SCSI bus that can perform input/output (I/O) operations.
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M


manual backup Backup that a user performs from the client, also known as an unscheduled backup or an 
ad hoc backup. The user specifies the files, file systems, and directories to back up.


media Physical storage medium, such as magnetic tape, optical disk, or file system to which 
backup data is written.


media database Database that contains indexed entries of storage volume location and the life cycle 
status of all data and volumes managed by the NetWorker server. See also volume.


media index See media database.


metadata document VSS Information stored in an XML document that is passed from the writer to the 
requestor. Metadata includes the Writer name, files, and components to back up, a list of 
components to exclude from the backup, and the methods to use for recovery. See also 
shadow copy set.


mount To make a database available for use or to place a removable tape or disk volume into a 
drive for reading or writing.


mount point See volume mount point.


N


Network Data 
Management Protocol 


(NDMP)


TCP/IP-based protocol that specifies how heterogeneous network components 
communicate for the purposes of backup and recovery.


NetWorker administrator User who can add to or change the configuration of the NetWorker server, media devices, 
and libraries. NetWorker administrators must have their usernames included in the 
NetWorker server Administrator list. 


NetWorker client See client.


NetWorker Console 
server


See console server.


NetWorker Management 
Console


See console server.


NetWorker server Computer on a network running the NetWorker software, containing the online indexes, 
and providing backup and recover services to the clients on the same network.


NetWorker storage node See storage node.


nonclone pool Pools that contain data that has not been cloned.


noncritical volume A volume containing files that are not part of the system state or an installed service. The 
backup of non-critical volumes is not supported by either product for their initial releases.


nonpersistent snapshot Snapshot backup that is moved to secondary storage on the NetWorker server or storage 
node and is no longer available for instant restore from a supported type of primary 
storage.
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O


online indexes Databases located on the NetWorker server that contain all the information pertaining to 
the client backups (client file index) and backup volumes (media database).


online restore A restore operation performed using the normal recover UI, and the computer has been 
booted from an installed operating system.


offline restore A restore operation performed from the Windows PE environment. 


operator Person who monitors the server status, loads backup volumes into storage devices, and 
executes day-to-day NetWorker tasks.


P


pathname Set of instructions to the operating system for accessing a file. An absolute pathname 
indicates how to find a file starting from the root directory. A relative pathname indicates 
how to find the file starting from the current directory.


persistent snapshot Snapshot that is retained on disk. A persistent snapshot may or may not be rolled over to 
tape.


point-in-time copy (PiT) Fully usable copy of a defined collection of data, such as a consistent file system, 
database, or volume, which contains an image of the data as it appeared at a single point 
in time. A PiT copy is also called a shadow copy or a snapshot.


policy Set of constraints that specify how long the save sets for a client are available for recovery. 
Each client has a browse policy and a retention policy. When the retention policy expires, 
the save sets associated with that policy are marked recyclable.


pool Feature to sort backup data to selected volumes.


PowerSnap EMC technology that provides point-in-time snapshots of data to be backed up. 
Applications that are running on the host system continue to write data during the 
snapshot operation, and data from open files is included in the snapshots.


provider Software component defined by Microsoft VSS, that plugs in to the VSS environment. A 
provider, usually produced by a hardware vendor, enables a storage device to create and 
manage snapshots.


proxy client Surrogate client that performs the NetWorker save operation for the client that requests 
the backup. A proxy client is required to perform a serverless backup.


proxy node The node with the proxy cluster client in a Windows Server 2012 cluster with virtual 
machine storage on CSV.


Q


quiescing Process in which all writes to disk are stopped and the file system cache is flushed. 
Quiescing the database prior to creating the snapshot provides a transactionally 
consistent image that can be remounted without file system checks or database 
consistency checks. Quiescing a database is the most common way of creating a database 
snapshot. 
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R


recover To recover files from a backup volume to a client disk.


Registry Microsoft Windows database that centralizes all Windows settings and provides security 
and control over system, security, and user account settings.


requestor Interface with the Microsoft VSS infrastructure to initiate the creation and destruction of 
shadow copy. NetWorker software is a requestor.


replica See shadow copy.


resource Component that describes the NetWorker server or its clients. Clients, devices, schedules, 
groups, and policies are all NetWorker resources. Each resource has attributes that define 
its properties.


restore Process of retrieving individual datafiles from backup storage and copying the files to disk.


retention policy NetWorker policy that specifies the minimum period of time that must elapse before 
backed-up data is eligible to be overwritten on the backup media. Backed-up data that 
has not exceeded its browse policy time can be recovered more quickly than data that has 
exceeded its browse policy time but not its retention policy time. See also browse policy.


retrieve To locate and recover archived files and directories.


rollover Process of backing up a snapshot to a conventional backup medium such as tape. 
Whether or not the snapshot is retained on disk depends on the snapshot policy.


root Highest level of the system directory structure.


S


save set Group of files or a file system from a single client computer, which is backed up on storage 
media.


save set ID (SSID) Internal identification number assigned to a save set.


save set recover To recover data by specifying save sets rather than by browsing and selecting files or 
directories.


save set status NetWorker attribute that indicates whether a save set is browsable, recoverable, or 
recyclable. The save set status also indicates whether the save set was successfully 
backed up.


save stream The data and save set information being written to a storage volume during a backup.


server index See client file index.


Server Message Block 
(SMB) 3.0 file share


File share that uses the SMB 3.0 protocol. You can store virtual machines on a SMB 3.0 file 
share for a stand-alone Windows Server 2012 computer with Hyper-V or for a Windows 
Server 2012 cluster with Hyper-V.
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serverless backup Backup method that uses a proxy client to move the data from primary storage on the 
application server host to secondary storage on another host. Serverless backups free up 
resources on the application server by offloading the work of processing snapshots to a 
secondary host.


service port Port used to listen for backup and recover requests from clients through a firewall.


shadow copy Temporary, point-in-time copy of a volume created using VSS technology. See also Volume 
Shadow Copy Service (VSS).


shadow copy set Complete roadmap of what was backed up at a single instant in time. The shadow copy set 
contains information about the Writers, their components, metadata, and the volumes. A 
backup components metadata document containing that information is created and 
returned to the requestor after the snapshot is complete. NetWorker uses this document 
with the corresponding save set at recover time.


shadow copy technology Defined and standard coordination between business application, file system, and 
backup application that allows a consistent copy of application and volume data to exist 
for replication purposes.


skip Backup level in which designated files are not backed up.


snap clone Exact copy of a snap set data backup. The clone operation is an archive operation without 
the deletion of the source data. A new snap ID is assigned to the cloned copy.


snap ID Also known as a snapid, a unique 64-bit internal identification number for a snap set.


snap set Group of files, volumes, or file systems from a single client, describing the collection of 
data for which a point-in-time copy is created on an external disk subsystem, such as a 
storage array.


snapshot Point in time, read-only copy of data created during an instant backup. In Microsoft 
applications, this is known as a shadow copy or replica.


snapshot expiration 
policy


Policy that determines how long snapshots are retained before their storage space is 
made available for the creation of a new snapshot.


snapshot policy Set of rules that control the lifecycle of a snap set. The snapshot policy specifies the 
frequency of snapshots, and how long snapshots are retained before recycling.


snapshot retention 
policy


Policy that determines how many PIT copies are retained in the media database and thus 
are recoverable.


staging Moving data from one storage medium to a less-costly medium, and later removing the 
data from its original location.


stand-alone device Storage device that contains a single drive for backing up data. Stand-alone devices 
cannot store or automatically load backup volumes. 


storage device See device.


storage node Storage device physically attached to a computer other than the NetWorker server, whose 
backup operations are administered from the controlling NetWorker server.
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system state All files that belong to VSS Writers with a usage type of BootableSystemState or 
SystemService. This is required to perform an offline restore.


V


virtual hard disk (VHD) 
files


The file format for a virtual hard disk, which is the storage medium for a virtual machine. A 
VHD file can reside on any storage topology that the management operating system can 
access, including external devices, storage area networks, and network-attached storage. 
For Windows Server 2008 R2 and earlier, the file extension is .vhd. For Windows Server 
2012 and later, the file extension is .vhdx.


volume 1. A unit of physical storage medium, such as a magnetic tape, optical disk, or file system 
to which backup data is written.


2. An identifiable unit of data storage that may reside on one or more host disks.


volume ID Internal identification that NetWorker software assigns to a backup volume.


volume mount point Disk volume that is grafted into the namespace of a host disk volume. This allows multiple 
disk volumes to be linked into a single directory tree, and a single disk or partition to be 
linked to more than one directory tree.


volume name Name assigned to a backup volume when it is labeled. See also label.


volume pool See pool.


Volume Shadow Copy 
Service (VSS)


Microsoft technology that creates a point-in-time shadow copyof a disk volume. 
NetWorker software backs up data from the shadow copy. This allows applications to 
continue to write data during the backup operation, and ensures that open files are not 
omitted.


VSS See Volume Shadow Copy Service (VSS).


VSS component Subordinate unit of a writer.


W


writer Database, system service, or application code that provides metadata document 
information about what to back up and how to handle VSS component and applications 
during backup and recovery operations. A Writer provides information to requestors to 
ensure that application data is consistent, application files are closed and ready for a 
slight pause to make a Shadow Copy.
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Overview
This appendix describes how to recover Microsoft SQL Server, Exchange Server, and 
SharePoint Server items stored in Hyper-V VMs by using GLR.


The Hyper-V writer of Microsoft Hyper-V Server (Windows 2008, Windows 2008 R2, or 
Windows 2012) supports only full backups (VSS_BT_FULL). The Hyper-V requestor 
performs a full backup of VMs that run a Microsoft application (SQL, Exchange, or 
SharePoint) . If a requestor specifies VSS_BT_COPY, then the Hyper-V writer still performs a 
full backup, as per the VSS MSDN documentation. 


Table 13 on page 96 shows the backup types set by the requestor by using the 
SetBackupState on the host and the backup type set by the Hyper-V requestor inside the 
guest


Table 13  Backup types


.


VM image backups are copy-type backups in-guest for applications. Log grooming requires 
aseparate in-guest application backups. The Microsoft documentation provides 
information about the VSS_BT_FULL backup type.


Recovering items
To recover items stored on a Hyper-V VM, you must first perform the following steps:


1. Configure the Hyper-V Client resources on NetWorker server and choose the Hyper-V 
Writer save set for backup.


2. Perform a full backup.


3. Open the NMM GUI on the FLR proxy server that you configured for GLR. 


Backup type set by requestor via 
SetBackupState on the host


Backup type set by Hyper-V's requestor 
inside the guest


VSS_BT_FULL VSS_BT_FULL


VSS_BT_COPY VSS_BT_FULL
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4. Select the NetWorker server where the you performed the Hyper-V Server backup as 
shown in Figure 13 on page 97.


Figure 13  Select the NetWorker server


5. Use the Configure Option in the NMM GUI to select the Hyper-V Server Client resources 
as shown in Figure 14 on page 97.


Figure 14  Select the Client resources
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6. Click Recover>Hyper-V Recover Session>Granular Level Recovery as shown in Figure 15 
on page 98.


Figure 15  Select the Granular Level Recovery option


Recovering SQL Server items


To recover items from a VM that hosts SQL Server:


1. Mount the VM that hosts the SQL Server, attach the hard disk, and then browse to the 
folder that contains the database and logs from which you will recover the items as 
shown in Figure 16 on page 98.


Figure 16  Browse to the folder that contains the database and logs


2. Select the database (mdf) and logs (ldf) files. 


3. Perform the recovery to the folder of your choice. 
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If the database is offline in SQL Management Studio, then perform the following steps:


a. Copy the recovered database and logs files to the actual path. 


b. Bring the database online. 


c. Check that the recovered data is intact. 


If the database is online in SQL Management Studio with some data corruption or 
loss, then perform the following steps:


a. Bring the database offline. 


b. Replace the existing database and logs with the recovered database and logs files. 


c. Bring the database online.


d. Check that the recovered data is intact.


Recovering Exchange Server items


To recover items from a VM that hosts Exchange Server:


1. Mount the VM that hosts the Exchange Server, attach the hard disk, and browse to the 
folder that contains the database and logs from which you will recover the items as 
shown in Figure 17 on page 99.


Figure 17  Browse to the folder that contains the database and logs


2. Select the database and logs files. 


3. Perform the recovery to the folder of your choice. 


If the database is online in the Exchange Management Console with some data 
corruption or loss, perform the following steps:


a. Bring the database offline. 


b. Replace the existing database and logs folder with the recovered database and 
logs folder in the actual path. 


c. Bring the database online.
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d. Check that the recovered data is intact.


If the database is offline in the Exchange Management Console, perform the following 
steps:


a. Replace the existing database and logs folder with recovered database and logs 
folder in the actual path. 


b. Bring the database online. 


c. Check that the recovered data is intact.


Recovering SharePoint Server items


To recover items from a VM that hosts SharePoint Server:


1. Mount the VM that hosts the SharePoint database, attach the hard disk, and browse 
to the folder that contains the database and logs from which you will recover the items 
as shown in Figure 18 on page 100.


Figure 18  Browse to the folder that contains the database and logs


2. Select the database and logs files. 
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NMM mounts the Hyper-V VHD file in a location that you define during GLR recovery as 
shown in Figure 19 on page 101. The default location is C:\Program Files\EMC 
NetWorker\nsr\tmp\.


Figure 19  SharePoint data mount point


3. Use Kroll Ontrack Power Control Software to perform the SharePoint GLR.


You must install Kroll on the SharePoint Server and on the FLR proxy server where you 
mount the Hyper-V VM. These steps are similar to the procedure described in the 
SharePoint Granular Recovery with NetWorker Module for Microsoft Applications and 
Kroll Ontrack Technical Notes. In this document, you directly mount the database 
under SharePoint and SQL Server Recover Session. 


However, to recover items from a VM that hosts the SharePoint Server, you must 
configure Kroll differently. In Add the Source Path for the database, select the path 
where the Hyper-V VHD is mounted and then browse through the folder to select the 
database.


For example: 


C:\Program Files\EMC 
NetWorker\nsr\tmp\HyperVMountPoints\SQL2010\Hard Disk 
0\Partition1\sqlfirstins\MSSQL11.FIRSTINSTANCE\MSSQL\DATA
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Figure 20 on page 102provides an example.


Figure 20  Select the SharePoint Server mount point in Kroll OnTrack


4. Provide the target SharePoint Server with credentials as shown in Figure 21 on 
page 102. 


Figure 21  Provide the target server credentials in Kroll OnTrack
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Kroll Ontrack Software configures itself with the SharePoint Server and FLR proxy 
server by scanning the logs, prescanning the logs, hashing the logs, and retrieving the 
content database as shown in Figure 22 on page 103.


Figure 22  Kroll OnTrack configuration


5. After the Kroll OnTrack configuration completes, copy the content to be recovered from 
the source to the target location as shown in Figure 23 on page 103.


Figure 23  Copy the recovery content from the source to the target location
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Revision history

Revision history


Table 1 on page 2 presents the revision history of this document.


Product description


The EMC® NetWorker® Module for Microsoft (NMM) software is a NetWorker application 
module in which:


◆ The NetWorker client provides Windows file system protection, system state backup 
protection, system state recovery protection, and consistent Windows Operating 
System (OS) protection across all servers. The NetWorker documentation provides 
details.


◆ NMM provides Microsoft application protection.


NMM 3.0 requires the NetWorker 8.1 Windows client.


NMM supports backup and recovery of Microsoft applications by using:


◆ Microsoft Volume Shadow Copy Service (VSS) technology—NMM uses Microsoft 
Volume Shadow Copy Service (VSS) technology to provide backup and recovery 
services for the following Microsoft applications:


• Microsoft SQL Server


• Microsoft Exchange Server


• Microsoft SharePoint Server


• Microsoft Hyper-V Server


• Microsoft Active Directory


◆ Microsoft Virtual Device Interface (VDI) technology—NMM uses the Virtual Device 
Interface (VDI) technology to communicate with the SQL Server and provides backup 
and recovery services for the SQL Server.


Table 1  Revision history


Revision Date Description


04 July 15, 2014 Revision 04 of this document contains details about “Error 
message displayed when recovering SQL VDI backup data 
(NW121054)” on page 15


03 December 4, 2013 Revision 03 of this document contains details about “Full SQL 
save sets may expire and be recycled before their incremental 
save sets, which may result in data loss (NW149467, ETA 
167286)” on page 12.


02 October 7, 2013 Second release of this document for General Availability (GA) 
of EMC NetWorker Module for Microsoft Release 3.0. 


01 July 25, 2013 First release of this document for Directed Availability (DA) of 
EMC NetWorker Module for Microsoft Release 3.0. 
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New features and changes in NMM 3.0


This section lists the new features and enhancements in NMM 3.0:


◆ Windows Server 2012 support for application — NMM 3.0 supports the following 
Microsoft applications on Windows Server 2012:


• SQL Server 2012 SP1


• SQL Server 2008 R2 SP1 or later


• SQL Server 2008 SP3 or later


• Exchange Server 2013 CU1


• Exchange Server 2010 SP3 or later


• SharePoint Server 2013


• Hyper-V, including Cluster Shared Volumes (CSV's)


◆ Simplified backup and recovery process — With NMM 3.0, the backup and recovery 
process is simplified. 


Use NMM to perform application-specific backup and application-specific recovery. 
The NetWorker Module for Microsoft Release 3.0 Administration Guide and other 
application-specific user guides provide details. 


Use the NetWorker Windows client to back up and recover file system, and perform 
disaster recovery. 


The benefits include:


• Consistent NetWorker client backup schedules and client jobs across all Windows 
servers, including the Windows servers running NMM for application backups.


• The use of NetWorker Windows Client capabilities across all Windows servers, 
including those running NMM for application backups.


• Users migrating from the NetWorker Module for SQL (NMSQL) to NMM no longer 
have to reconfigure Windows OS and file system backups.


The NetWorker Module for Microsoft Release 3.0 Installation Guide contains 
information about upgrading from an older version of NMM to NMM 3.0.


◆ Data Domain Boost over fibre channel — NMM 3.0 includes the NetWorker 8.1 support 
for Data Domain Boost (DD) over fibre channel.


When using DD as a VTL for fibre channel connectivity, a user can to move away and 
use disk as disk workflows. This feature provides performance improvements for 
these existing users. 


◆ Exchange Server federated backup — NMM supports federated backups for Exchange 
Server 2013 DAGs and Exchange Server 2010 DAGs. 


Use federated backup: 


• To back up all DAG members by using a single save set without running a separate 
backup for each node. 


• To specify the order in which NMM backs up the DAG nodes. 
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For example, if the DAG setup contains Node 1, Node 2, and Node 3, and the 
priority list specifies the order as Node 2, Node 1, and then Node 3, then NMM first 
checks Node 2, then Node 1, and Node DAG 3 for an active database copy and 
backs up from that node. For example, if Node 2 contains the active database 
copy, then NMM backs up Node 2 first. 


If the preferred option for passive copy backup is specified, then NMM backs up the 
active database only if passive copies are not available.


There are no special considerations for recovery of federated backups. Recover 
federated backups by performing the recovery methods used for any other Exchange 
backup.


◆ Exchange mailbox level recovery to alternate mailbox — Use NMM 3.0 for mailbox level 
granular recovery to an alternate mailbox for Exchange Server. This recovery process is 
similar to the recovery process for mailboxes, folders, and messages to the original 
mailbox. You can perform these recoveries from the NMM GUI.


This feature is available for Exchange Server 2013, 2010, and 2007.


◆ Exchange default install — NMM 3.0 supports default installation for Exchange Server 
2013 and 2010. The databases and logs can now be in the same directory on the 
same volume. 


◆ Circular logging-enabled Exchange Server database backups — Use NMM 3.0 for 
nonfederated backups of circular logging-enabled databases. NMM does not support 
federated backups of circular logging-enabled databases.


Exchange Servers can contain a mixture of databases for which the circular logging 
attribute may or may not have been enabled. For such Exchange Servers, perform full 
nonfederated backup.


◆ SQL Server VSS directed recovery to the original server — NMM 3.0 supports directed 
recovery of SQL Server backup to the original server but different location.


◆ SQL Server 2012 VDI AlwaysOn federated backup — NMM 3.0 supports SQL Server 
2012 VDI federated backups, where AUTOMATED_BACKUP_PREFERENCE and BACKUP 
PRIORITY settings for a SQL Server 2012 AlwaysOn database is given priority when 
backups are performed. 


◆ SQL Server VDI multi-stream with Data Domain Boost — NMM includes the Data 
Domain multi-streaming support provided by the NetWorker 8.1 client for SQL Server 
VDI.


◆ NetWorker SQL VDI Adhoc Backup Plug-in for SQL VDI backup — NMM 3.0 provides the 
NetWorker SQL Adhoc Backup Plug-in for SQL Server Management Studio (SSMS) that 
can be used by a SQL database administrator to run adhoc SQL VDI backups directly 
from SSMS. Local SQL instances are supported. This support is available for SQL 
Server 2012, SQL Server 2008 R2, and SQL Server 2008.


Select the option for SSMS when running the installer.


◆ SharePoint Server 2013 — NMM 3.0 supports SharePoint Server 2013.
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◆ Client Direct to Disk (AFTD) — NMM 3.0 supports Client Direct to Data Domain or Disk 
(AFTD). The Client Direct option is available in the NetWorker client resource 
configuration GUI and is enabled by default.


Client Direct to Data Domain or AFTD device is supported for all applications.


◆ Hyper-V over CSV federated backup — Windows Server 2012 introduces Hyper-V over 
Cluster Shared (CSV) federated backup, changing the way Hyper-V servers in a CSV 
work by eliminating the I/O Redirection Mode requirement. Additionally, NMM 3.0 
provides support for proxy node backups for Hyper-V CSV servers using the Windows 
VSS System Provider, offering impact free backups. NMM 3.0 also provides parallel 
backups through this feature.


◆ Hyper-V Continuous Availability support for Windows CSV — Windows Server 2012 
introduces Hyper-V Continuous Availability support for Windows CSV, changing the 
way Hyper-V servers in a Cluster Shared Volume (CSV) work by eliminating the I/O 
Redirection Mode requirement. Additionally, NMM 3.0 provides support for proxy 
node backups for Hyper-V CSV servers using the Windows VSS System Provider, 
offering impact free backups.


◆ Hyper-V over SMB-3 support — Windows Server 2012 provides support for Hyper-V 
over SMB-3 shares. 


◆ Hyper-V GLR support for Windows Server 2012 features — The following Windows 
Server 2012 features are supported:


• Deduplicated data can be recovered on Windows Server 2012 and later. To recover 
deduplicated volume data, you must enable the Deduplication role.


• ReFS volume data can be recovered on Windows Server 2012 and later.


• GLR recovery can be performed for VMs stored in the following Windows Server 
2012 deployments:


– Hyper-V VMs over SMB-3


– VHDX hard disk


◆ Hyper-V in-guest copy or full backup options — NMM 3.0 allows you to perform VSS 
full or VSS copy backups in guest VMs.


◆ Hyper-V configuration wizard — NMM 3.0 introduces a configuration wizard that 
allows you to easily configure scheduled backups for NMM clients for Hyper-V servers.


◆ Active Directory granular backup and recovery on Windows Server 2012 — NMM 3.0 
provides support for granular backup and recovery for Active Directory on Windows 
Server 2012.


Support for Data Protection Manager backup and recovery is no longer available in NMM.
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Fixed problems in NMM 3.0


Table 2 on page 6 lists the issues in the previous NMM releases that have been fixed in 
this release. 


Environment and system requirements


The NetWorker Software Compatibility Guide and NetWorker Module for Microsoft Release 
3.0 Installation Guide list hardware and software requirements for the NMM client 
software.


Table 2  Problems fixed in NMM 3.0 


Issue number Description


NW152309 Exchange 2013 DAG federated passive-only/preferred incremental backups fail 
with error


NW151846 In large scale Hyper-V environments, error occurs when the Client Configuration 
Wizard is used to create client resources


 NW147389 Advanced recovery of stand-alone Hyper-V CSV Server on Windows 2008 R2 
shows CSV Proxy Server tab


LGTsc28404 NMM Exchange GUI: If not new save set is available, roll-forward is disallowed


NW122427 The NMM GUI does not provide a “Check” button to check status of target 
database during Exchange Server 2010 alternate database recovery


NW124276 Exchange Server 2010, nsrsnap_vss_save -? takes approximately 2 minutes::05 
seconds to give the output


NW132359 Sometimes unwanted NMM SharePoint Shell messages are displayed in nmm.raw 


NW134538 Databases with AlwaysOn functionality are grayed out and cannot be selected for 
recovery in the NMM GUI


NW135727 Creation of client resource fails with error message “Group already exists - first 
create client using shortname” 


NW138368 In Hyper-V recovery, the AVHD file is not recovered to the alternate location path


NW139411 When the Encryption Directives option is enable, federated backup of Hyper-V CSV 
fails with error


NW139699 When creating a new client resource, an error message appears if an alias already 
exists on the NetWorker server


NW142816 In Hyper-V Server 2012, backup of Hyper-V VMs configured in SMB file share is not 
supported


NW143887 A virtual machine does not start after a directed recovery of Windows Server 2012
Cluster Shared Volume Virtual Machine to Windows Server 2012 standalone (NTFS
volume) is performed


NW145309 SQL Server 2012 cluster writer-level recoveries prompt for reboot after recovery 
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Known problems and limitations


This section describes known problems and limitations for NMM 3.0:


◆ “Unsupported NetWorker features” on page 7


◆ “Unsupported Windows features” on page 7


◆ “NMM limitations” on page 8


◆ “SQL VSS Server limitations” on page 12


◆ “SQL VDI Server limitations” on page 15


◆ “Exchange Server limitations” on page 18


◆ “SharePoint limitations” on page 22


◆ “Hyper-V limitations” on page 27


◆ “Active Directory limitations” on page 28


Unsupported NetWorker features


The following NetWorker features are not supported:


◆ Localization (L10N)


◆ Adhoc or manual VSS backups


Unsupported Windows features


The following Windows features are not supported: 


◆ BitLocker encryption


◆ LAN-based proxy client or LAN-free backups, if dynamic disks are used


◆ VSS hardware providers with Windows dynamic disks


◆ Backup of Microsoft applications, such as Exchange, configured with junction points, 
(mklink/J), hard links (mklink/H), and soft links (mklink or mklink/D).


◆ Windows Unique Volume GUID path for volumes. Backups that are configured using 
GUID path fail. 


The Windows Server IA64 Edition Server version is not supported. 
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NMM limitations


This section lists the known problems and issues in NMM:


◆ “After upgrading from Windows 2012 to Windows 2012 R2, NMM 3.0 uninstallation 
fails (NW154221)” on page 8


◆ “NMM 3.0 VSS backup fails unless group=administrators is added to NSR Resource 
Administrator field (NW153780)” on page 9


◆ “NMM 3.0 Configuration Checker does not detect missing Exchange 2013 CU1 
(NW153777)” on page 9


◆ “Limitation in number of VSS shadow copies per volume and number of volumes per 
shadow copy (NW144432)” on page 9


◆ “Recovery fails when an Organization Unit contains a group object with 10000 
members (NW147764)” on page 9


◆ “Client parallelism optimization for backups is not supported in NMM (NW147575)” 
on page 10


◆ “When configuration checks are run using the NMM installer, network configuration 
information is not displayed correctly for Hyper-V guest virtual machine (NW128528)” 
on page 10


◆ “When the irccd.exe command is used to change Replication Manager ports, the 
operation does not respond, but the changes are effective (NW115040)” on page 10


◆ “NWFS does not support write cache on Windows Server 2012 ReFS (NW143794)” on 
page 10


◆ “After an NMM save set is cloned, the original VSS:\ save set is not recycled until the 
cloned VSS:\ save set expires (NW142181)” on page 11


◆ “Help option is not working in SharePoint GLR tab (NW151095)” on page 11


◆ “NMM applies the pool specified in the Group Properties page during client resource 
configuration (NW139759)” on page 11


◆ “Using savegrp -e in NMM client shows failure (NW137222)” on page 11


◆ “NMM does not support Restricted Data Zone (NW145246)” on page 11


◆ “Cannot use non-Microsoft disk management tools with software provider 
(NW121360)” on page 11


◆ “Search results return everything from root node when searching from a subnode 
(LGTsc20731)” on page 11


After upgrading from Windows 2012 to Windows 2012 R2, NMM 3.0 uninstallation fails 
(NW154221)


NMM 3.0 uninstallation fails after upgrading from Windows 2012 to Windows 2012 R2.


Workaround


Use Windows 2012 with NMM 3.0.
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NMM 3.0 VSS backup fails unless group=administrators is added to NSR Resource Administrator 
field (NW153780)


NMM 3.0 VSS backups fail if the variable group=administrators is not added in the NSR 
Resource Administrator field.


Workaround


Add the variable group=administrators in the NSR Resource Administrator field for NMM 
3.0 VSS backups to be successful. KB169479 on the EMC Support Online website 
(support.emc.com/) provides details.


NMM 3.0 Configuration Checker does not detect missing Exchange 2013 CU1 (NW153777)


The NMM 3.0 Configuration Checker does not detect the missing Exchange Server 2013 
CU1. KB169470 on the EMC Support Online website (support.emc.com/) provides details.


NMM uninstallation requires the user to close multiple applications (NW143704)


During uninstallation of NMM, the user is expected to close various applications. A dialog 
box with the list of applications currently running appears. The Retry button in the dialog 
box does not work. 


Workaround 


Click Ignore in the dialog box or stop the services manually. 


When a product is uninstalled, the installer checks that the binaries being deleted are not 
currently dependent on any other service or binary. If a binary is dependent on other 
binary or service, the installer prompts the user to first stop the service as the binary 
being deleted is dependent on it. This is standard install behavior. 


Limitation in number of VSS shadow copies per volume and number of volumes per shadow copy 
(NW144432)


Because the limitation in number of shadow copies per volume is 64, the 
VSS_E_MAXIMUM_NUMBER_OF_VOLUMES_REACHED error occurs when you try to create 
the 65th volume shadow copy. 


When the storage limit is reached, older versions of the shadow copies are deleted and 
cannot be restored. Only 64 shadow copies per volume that can be stored. When this limit 
is reached, the oldest shadow copy is deleted and cannot be retrieved. 


Workaround 


Try to perform backup after some time. 


Recovery fails when an Organization Unit contains a group object with 10000 members 
(NW147764)


Recovery of an Organization Unit, which contains a group object with 10000 or more 
members, fails. 
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Workaround


Recover the entire Organization Unit other than the group object, and then separately 
recover the group object. 


Client parallelism optimization for backups is not supported in NMM (NW147575)


Do not use client parallelism optimization when performing backups in NMM.


When configuration checks are run using the NMM installer, network configuration information is 
not displayed correctly for Hyper-V guest virtual machine (NW128528)


This issue is specific to Hyper-V virtual machines and there is no issue with physical and 
VMware virtual machines. 


In the results page that is displayed after the configuration checks are run from the NMM 
installer, the check for NETWORK_ADAPTER_STATUS is displayed as “Fail” and a message 
that no adapter is found during check appears, although the network adapter is present.


Workaround


Perform a manual check for the Hyper-V network adapter.


When the irccd.exe command is used to change Replication Manager ports, the operation does not 
respond, but the changes are effective (NW115040)


When Replication Manager’s (RM) control and data ports are changed by using the irccd -p 
command, the operation does not respond. Also, the new control and data ports are not 
updated in the rmps.res file in the C:\Program Files\Legato\nsr\rmagentps\client\bin 
path.


But when the irccd -s command is used to check, the new control and data ports are 
displayed. 


Workaround


To make sure that the irccd.exe command responds:


1. Stop the RM service from services.msc.


2. Go to C:\Program Files\Legato\nsr\rmagentps\client\bin and open the rmps.res file.


3. Change the control and data ports in the rmps.res file. 


4. Go to HKEY_LOCAL_MACHINE\SOFTWARE\EMC\RMService\RMAgentPS\Client location 
in the registry, and change the ports by changing the following parameters:


• CC_DEFAULT_DATA_PORT


• CC_DEFAULT_PORT


5. Restart the RM service.


NWFS does not support write cache on Windows Server 2012 ReFS (NW143794)


NMM installation allows the NWFS cache directory to be placed on an ReFS drive. NWFS 
uses sparse files for writing cache files, but ReFS does not support sparse files.
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After an NMM save set is cloned, the original VSS:\ save set is not recycled until the cloned VSS:\ 
save set expires (NW142181)


After an NMM save set is cloned, until the cloned VSS:\ save set expires the original VSS:\ 
save set is not recycled.


Help option is not working in SharePoint GLR tab (NW151095)


The Help buttons for the following GUI locations are not opening the appropriate online 
help pages:


◆ The SharePoint GLR tab


◆ Client Configuration Options page


Data backup using Avamar storage device and IPv6 fails with Saverc -1 error (NW137696)


When IPv6 protocol and an Avamar storage device is used to back up data, the backup 
fails with an error.


NMM applies the pool specified in the Group Properties page during client resource configuration 
(NW139759) 


Although a pool is specified in the Client Properties page during a client resource 
configuration, NMM applies the pool specified under Group Properties. 


Workaround


Do not specify the pool in the Client Properties page to configure NMM backups. 


Using savegrp -e in NMM client shows failure (NW137222)


Although the -e option can be used in NetWorker to set the retention time for backup, 
using the -e option with the savegrp command for the same function in NMM shows 
failure. The -e option is invalid in NMM.


NMM does not support Restricted Data Zone (NW145246)


Restricted Data Zone (RDZ) or multi-tenancy support is not supported by NMM.


Cannot use non-Microsoft disk management tools with software provider (NW121360)


A disk management system that replaces Microsoft’s Disk Management tool, for example, 
the VERITAS Volume Manager, cannot use NMM with Microsoft’s system provider. 


Search results return everything from root node when searching from a subnode (LGTsc20731)


In the Recover Session window, if you use the context menu to search from within a folder 
that is located several levels deep in the navigation tree, the search operation displays 
results starting from the root node. This may occur when you right-click a subnode in the 
Browse pane and then click Search for. NMM switches to the Search tab, and the search 
path correctly displays the selected subnode. But when a search is performed, the results 
are displayed from the root node, and not from the selected subnode. 
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SQL VSS Server limitations


This section lists the known problems and issues that involve SQL Server using the VSS 
technology:


◆ “Full SQL save sets may expire and be recycled before their incremental save sets, 
which may result in data loss (NW149467, ETA 167286)” on page 12


◆ “Only SQL database log files are recovered when wrong data pass phrase is specified 
during recovery (NW136815)” on page 13


◆ “For SQL VSS, SQL Writer fails to recover a nonencrypted database to an encrypted 
SQL instance (NW125664)” on page 13


◆ “On a cluster with two virtual SQL Server instances, nsrsnap_vss_save command gives 
SQL writer as output (NW118904)” on page 13


◆ “Cannot browse folders of database instance in SQL Management Console after a 
successful recovery (NW123542)” on page 14


◆ “SQL database restore to compressed location fails (NW120267)” on page 14


◆ “NMM fails to clean up files after failure of SQL directed recovery (NW112203)” on 
page 14


Full SQL save sets may expire and be recycled before their incremental save sets, which may result 
in data loss (NW149467, ETA 167286)


When using NMM, full SQL Virtual Device Interface (VDI) save sets may expire (based on 
the defined retention policy) and may get recycled before their dependent incremental 
save sets, resulting in potential data loss.


This applies only to the following environments in which the NetWorker server backs up a 
Microsoft SQL Server by NMM:


◆ NetWorker server versions:


• NetWorker 8.0.0.x


• NetWorker 8.0.1.x


• NetWorker 7.6.5.5 and earlier builds (including 7.6.4.x and 7.6.3.x)


◆ NetWorker module versions:


• NMM 2.4.1 prior to build 122


• NMM 2.4 prior to build 393


Resolution


The ETA article 167276 at the EMC Support Online website (https://support.emc.com) 
provides more information on identifying and resolving this issue.
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Only SQL database log files are recovered when wrong data pass phrase is specified during 
recovery (NW136815)


When a recovery of a SQL database is performed by specifying an incorrect data pass 
phrase, the recovery fails. However, a partial .log file is recovered to the hard drive 
location. The SQL database in inconsistent state can be viewed in the SQL Management 
Studio.


Workaround


To prevent this problem, perform the recovery by specifying the correct pass phrase.


If an incorrect data pass phrase is specified and recovery has failed, perform the following 
steps:


1. Manually clean up the SQL database in inconsistent state from the SQL Management 
Studio by deleting the database from SQL Management studio.


2. Delete the .ldf file from the hard drive location to which the recovery was performed. 


For SQL VSS, SQL Writer fails to recover a nonencrypted database to an encrypted SQL instance 
(NW125664)


Restoring a nonencrypted SQL database to an encrypted SQL instance puts the encrypted 
database in a suspect mode where the encrypted database is not usable.


Workaround


Restore the following:


◆ A non-encrypted SQL database to a non-encrypted SQL instance.


◆ An encrypted SQL database to an encrypted SQL instance.


On a cluster with two virtual SQL Server instances, nsrsnap_vss_save command gives SQL writer as 
output (NW118904)


On a cluster that hosts two virtual SQL Server instances, the nsrsnap_vss_save -c 
sql2008-cluster -? command displays the following output:


◆ For one instance:


APPLICATIONS:\SqlServerWriter
APPLICATIONS:\SqlServerWriter\SQL2008-CLUSTER
APPLICATIONS:\SqlServerWriter\SQL2008-CLUSTER\master
APPLICATIONS:\SqlServerWriter\SQL2008-CLUSTER\model
APPLICATIONS:\SqlServerWriter\SQL2008-CLUSTER\msdb
APPLICATIONS:\SqlServerWriter\SQL2008-CLUSTER\db-11
APPLICATIONS:\SqlServerWriter\SQL2008-CLUSTER\db-filegrp


◆ For a second instance:


APPLICATIONS:\SqlServerWriter
APPLICATIONS:\SqlServerWriter\CLUSTER2008%5CCLUSTER2008
APPLICATIONS:\SqlServerWriter\CLUSTER2008%5CCLUSTER2008\master
APPLICATIONS:\SqlServerWriter\CLUSTER2008%5CCLUSTER2008\model
APPLICATIONS:\SqlServerWriter\CLUSTER2008%5CCLUSTER2008\msdb
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Although it is not possible to perform a writer-level backup on the cluster that hosts two or 
more virtual SQL instances, both the outputs include APPLICATIONS:\SqlServerWriter.


Workaround


Review the requirements between SQL virtual server and physical client:


◆ SQL virtual server:


When a SQL Server is installed in a cluster setup, it is accessed using the virtual name 
that is provided during installation. This virtual name is used by NMM when 
performing a backup of the SQL Server instance.


In a cluster setup, to view the save set run the following command on an active node:


nsrsnap_vss_save -? -c <virtual sql server> 


◆ Physical client:


When a SQL Server is installed in a noncluster setup, it does not require any virtual 
name or IP. 


In a noncluster setup, to view the save set run the following command:


nsrsnap_vss_save -?


Cannot browse folders of database instance in SQL Management Console after a successful 
recovery (NW123542)


Although the database instance is visible in the SQL Management Console after 
successful recovery, the folders of the database instance cannot be browsed.


Workaround


If the database and SQL instance credentials are different, perform only database-level 
restore operations. 


SQL database restore to compressed location fails (NW120267)


When SQL databases are backed up from a compressed drive or folder, the recovery of the 
SQL databases to the same compressed location fails.


Workaround


Perform a directed recovery to an alternate location. Restore the data to a similar folder 
structure in the location that is not compressed. In the case of writer-level backups, 
restore the databases one by one.


NMM fails to clean up files after failure of SQL directed recovery (NW112203)


When the SQL database is being restored during an SQL directed recovery, the recovery 
process might create copies of database files (.mdf and .ldf) at the restore location. If 
recovery fails due to any issues, NMM does not clean up these partially restored files from 
the restore location hard drive.
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Workaround


Manually clean up the partially restored SQL database files from restore location. It is 
especially important to perform this manual cleanup after the failure of the directed 
recovery of a large SQL database because the copies of the database files will take up the 
available hard drive space and subsequent recovery will fail.


SQL VDI Server limitations


This section lists the known problems and issues that involve SQL Server:


◆ “Error message displayed when recovering SQL VDI backup data (NW121054)” on 
page 15


◆ “The NetWorker User for SQL Server GUI may not display all the SQL databases if a 
large number of SQL databases are backed up (NW151174)” on page 16


◆ “For SQL Server VDI federated backups, the configuration wizard should configure the 
pool or storage node settings of individual nodes for successful backups 
(NW150312)” on page 16


◆ “SQL Server VDI adhoc backups are not supported for SQL Server VDI federated 
solution (NW147966)” on page 16


◆ “For SQL Server (VDI), there is no correlation between the Change Browse Time entries 
and Backup Version entries in the Database Properties window (NW135919)” on 
page 16


◆ “For SQL Server (VDI), the point-in-time GUI does not restrict the user from specifying 
time within the first full backup interval, but the restore fails (NW133696)” on 
page 17


◆ “For SQL VDI Server backup, incorrect size is shown when full striped backup of a 
database is performed (NW133916)” on page 17


◆ “NMM does not support SQL VDI compression for SQL 2005 SP4, although this 
support is provided from SQL Server 2005 SP2 onwards by Microsoft (NW131385)” 
on page 17


Error message displayed when recovering SQL VDI backup data (NW121054)


During point-in-time recovery of SQL VDI backup, the following error message appears in 
the recovery logs:


51281:(pid 5580):nsrsqlrc.c(7399): Could not get saveset record 
from mmdb; error: 0x00013884


savetime -1 not in media db


80282:(pid 5580):nsrsqlrc.c(4002): Error getting backup endtime 
from media Database.


However, the restore completes successfully.
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The NetWorker User for SQL Server GUI may not display all the SQL databases if a large number of 
SQL databases are backed up (NW151174)


When a large number of databases are backed up, for example 500 databases, even if the 
backups are successful the NetWorker User for SQL Server GUI may not display all the 
backed up databases.


When the nsrinfo command is used, the output shows that the index entries are correct 
and that all the databases are correctly backed up. However, the user is unable to see the 
complete list in the GUI. 


Workaround


Use the nsrsqlrc command at the command line to recover the databases. 


For SQL Server VDI federated backups, the configuration wizard should configure the pool or 
storage node settings of individual nodes for successful backups (NW150312)


The configuration wizard should configure the pool or storage node settings for individual 
nodes during client resource configuration for successful backups. 


Backups of individual nodes fail with the xbsa messages:


XBSA-1.0.1 nmm_2012.Build.239 4880 Wed Apr 03 13:39:09 2013 
_nwbsa_is_retryable_error: received a network error (Severity 0 
Number -7): no matching IP interface data domain devices for save of 
client `Node1'; check storage nodes, devices or pools 
XBSA-1.0.1 nmm_2012.Build.239 4880 Wed Apr 03 13:39:09 2013 
_nwbsa_is_retryable_error: received a network error (Severity 0 
Number -7): no matching IP interface data domain devices for save of 
client `Node1'; check storage nodes, devices or pools 
XBSA-1.0.1 nmm_2012.Build.239 4880 Wed Apr 03 13:39:09 2013 
_nwbsa_is_retryable_error: received a network error (Severity 0 
Number -7): no matching IP interface data domain devices for save of 
client `Node1'; check storage nodes, devices or pools 


Workaround


Manually configure the pool and remote storage node settings for individual nodes in 
federated environment.


SQL Server VDI adhoc backups are not supported for SQL Server VDI federated solution 
(NW147966)


The SQL Server VDI federated solution does not support SQL Server VDI adhoc backups.


For SQL Server (VDI), there is no correlation between the Change Browse Time entries and Backup 
Version entries in the Database Properties window (NW135919)


There is no correlation between the Change Browse Time (CBT) entries and the Backup 
Version entries in the Database Properties window. The backup time that is displayed is 
different in the two lists. And even if interleaving full and incremental backups are 
performed, CBT cannot be used to change the Browse Time to the backup version 
specified in the Backup Versions entry in the Database Properties window. 
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Workaround


You can change the CBT to the last backup when the database was available for restore 
and use the Point-in-Time (PIT) option to specify the exact time. 


When performing a Copy restore and the last available backup of the database is a full 
backup, the PIT option cannot be used. PIT can only be specified with incremental or 
transaction log backups. You must change the CBT to the last incremental backup before 
the last full backup and then use the PIT option.


For example, full backup A has been performed, followed by incremental backup B, 
followed by full backup C. Copy restore of C with PIT cannot be performed. You must 
change the CBT to B and then use the PIT option.


For SQL Server (VDI), the point-in-time GUI does not restrict the user from specifying time within 
the first full backup interval, but the restore fails (NW133696)


The restore fails when a time is specified within the first full backup interval from the 
point-in-time GUI.


For SQL VDI Server backup, incorrect size is shown when full striped backup of a database is 
performed (NW133916)


The incorrect size of the striped backup is shown in the NMC for SQL Server VDI.


Workaround


To find the correct size of the striped backup, run the mminfo command: 


mminfo -c nmmda184 -r "volume,client,savetime(26),sumsize,level,name”


For example, for a striped backup of a database size 1431 KB, the output of the command 
will be: 


nmmda223.multinic.com.001 nmmda184 1/6/2012 4:36:30 PM 668 KB full 
MSSQL:test_db_2 
nmmda223.multinic.com.001 nmmda184 1/6/2012 4:36:29 PM 798 KB full 
MSSQL:test_db_2 


These entries represent two stripes. The cumulative size of these two stripes is 668+798 
= 1466 KB.


NMM does not support SQL VDI compression for SQL 2005 SP4, although this support is provided 
from SQL Server 2005 SP2 onwards by Microsoft (NW131385)


SQL compression is not supported in SQL Server 2005 SP4 by NMM.
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Exchange Server limitations


This section lists the known problems and issues that involve Exchange Server:


◆ “Sometimes a successful backup of Exchange Server DAG is displayed both in the 
“Failed” section and the “Succeeded” section of the NetWorker Management Console 
(NW151879 and NW152160)” on page 18


◆ “NMM displays misleading error message due to improper Exchange Server 2010 
configuration and GLR fails (NW153668)” on page 19


◆ “After migrating from one version of Exchange Server to another, a mailbox user is not 
able to recover from old backup (NW143786)” on page 19


◆ “Federated backup failure report in NMC when backup fails for even one of the 
Exchange Server 2013 and 2010 DAG federated nodes (NW152184)” on page 20


◆ “NMM does not support backup of passive copy for Exchange third party synchronous 
replication DAGs (NW116827)” on page 20


◆ “NMM uses Data Domain DFA connection to back up the cover save sets when a 
non-DFA backup with Direct_Access=no is performed (NW148743, NW148938)” on 
page 20


◆ “NMM 3.0 does not support Exchange Server 2013 site mailbox backup and recovery 
(NW148997)” on page 20


◆ “In Exchange Server 2010, remote database recovery does not work when the firewall 
is turned on in the machines (NW148616)” on page 20


◆ “Exchange Server 2010 in hosting mode is not supported with NMM 3.0 (NW130301)” 
on page 20


◆ “The transaction log files of Exchange Server must not be present at the root level of a 
mount point (NW146056)” on page 21


◆ “Exchange Server 2010 DAG backups fail when the Dedicated Storage Node option is 
selected under Device Properties (NW137550)” on page 21


◆ “NMM 3.0 MAPI requirements are not compatible with Microsoft Outlook/Office 
(NW135007)” on page 21


◆ “In Exchange Server 2010, recovery of a deleted database to RDB cannot be 
performed (NW133385)” on page 21


◆ “In Exchange Server 2010, only the first RDB user item can be browsed in NMM GUI 
(NW125623)” on page 21


◆ “In Exchange Server 2010, user mailbox does not appear in RDB recovery window 
unless the mailbox contains at least one email message (NW125556)” on page 21


Sometimes a successful backup of Exchange Server DAG is displayed both in the “Failed” section 
and the “Succeeded” section of the NetWorker Management Console (NW151879 and NW152160)


The backup of Exchange Server DAG is successful and the backup is indicated with a 
green check mark in the NetWorker Management Console. However, sometimes some of 
the save sets are displayed in both the “Failed” section and the “Succeeded” section of in 
NMC.
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NMM displays misleading error message due to improper Exchange Server 2010 configuration and 
GLR fails (NW153668)


In an environment, where Exchange 2010 and 2013 co-exist, when the command 
Get-ClientAccessServer returns an Exchange 2013 CAS instead of Exchange 2010 CAS 
from Exchange 2010 machine that is being used for both RDB and GLR recovery, browsing 
does not work. 


For RDB, NMM provides a solution to set the CAS server. However, if the user used for RDB 
item level recovery is created for a database that points to Exchange Server 2013 CAS 
then item level recovery is not successful.


Workaround


For GLR, to make sure that the Exchange environment returns an Exchange 2010 CAS 
instead of Exchange 2013 CAS when the Get-ClientAccessServer command is used, use 
the following PowerShell commandlet: 


◆ For the Exchange Server environment:


Set-ClientAccessServer -Identity <CAS Server name> 
-AutoDiscoverServiceInternalUri <https://CAS server 
FQDN>/autodiscover/autodiscover.xml> -AutoDiscoverSiteScope <Mail> 


◆ For a specific database: 


Set-MailboxDatabase <DatabaseName> -RpcClientAccessServer <NLB FQDN>


After migrating from one version of Exchange Server to another, a mailbox user is not able to 
recover from old backup (NW143786)


A mailbox user cannot recover from a backup that is created using a particular version of 
Exchange after migrating to another version of Exchange.


For example, if the mailbox user has migrated from Exchange Server 2007 to Exchange 
Server 2010, and is now trying to perform item level recovery with RSG from the backup of 
Exchange 2007 storage group, the recovery fails.


Workaround


This is expected behavior as Microsoft stores all user related information in Active 
Directory. When MAPI API queries for the mailbox user in the source Exchange Server 
2007 database, but the user is not found. 


Ensure to move the user back to Exchange Server 2007, perform recovery, and then 
migrate back to Exchange Server 2010. The Microsoft Technet article 
http://technet.microsoft.com/en-us/library/dd638124.aspx provides the details about 
how the migration can be performed. 
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Federated backup failure report in NMC when backup fails for even one of the Exchange Server 
2013 and 2010 DAG federated nodes (NW152184) 


If the backup succeeds for one or more of the Exchange Servers and fails for at least one 
of the other Exchange Servers, when a federated incremental backup of two or more 
Exchange Servers in a DAG is started, the DAG federated backup report in NMC displays a 
failure. 


The save sets from the successful backups of the individual Exchange Servers cannot be 
browsed in the NMM GUI. 


However, there is no data loss during this error.


Workaround


Because the data that was successfully backed up can be seen in nsrinfo, you can 
perform a recovery by using the command nsrsnap_vss_recover with “s “ as the latest 
save time. All the data is recovered.


NMM does not support backup of passive copy for Exchange third party synchronous replication 
DAGs (NW116827)


There are 3rd party applications that perform replication of Exchange data outside of how 
Exchange performs replication. These are non-standard ways of replicating the Exchange 
data in which the Exchange Replica Writer does not exist on the system. NMM uses VSS 
technology to back up passive copies (replicas) and does not support backup of 
Exchange replicated data by these 3rd party applications.


NMM uses Data Domain DFA connection to back up the cover save sets when a non-DFA backup 
with Direct_Access=no is performed (NW148743, NW148938)


NMM uses Data Domain DFA connection to back up the cover save sets when a non-DFA 
backup with Direct_Access=no is performed. The actual NMM save sets are backed up as 
non-DFA. 


NMM 3.0 does not support Exchange Server 2013 site mailbox backup and recovery (NW148997)


Exchange Server 2013 site mailbox backup and recovery is not supported by NMM 3.0.


In Exchange Server 2010, remote database recovery does not work when the firewall is turned on in 
the machines (NW148616)


Firewall exceptions are created during NMM installation only for the current firewall 
profile. If the current firewall profile is set to Public, then the exceptions are created only 
for the Public profile, because of which remote recovery of mailbox databases fails. 


Exchange Server 2010 in hosting mode is not supported with NMM 3.0 (NW130301)


NMM 3.0 does not support Exchange Server 2010 in hosting mode.
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The transaction log files of Exchange Server must not be present at the root level of a mount point 
(NW146056)


NMM 3.0 does not back up the transaction log files if they are present at the root level of a 
mount point. 


Workaround


Ensure that the transaction log files of Exchange Server are not present at the root level of 
a mount point.


Exchange Server 2010 DAG backups fail when the Dedicated Storage Node option is selected under 
Device Properties (NW137550)


Exchange Server 2010 DAG backups should be configured using a remote storage node 
(RSN) license. Do not select the Dedicated Storage Node option under Device Properties.


Workaround


Use a remote storage node (RSN) license for an Exchange Server 2010 DAG backup.


NMM 3.0 MAPI requirements are not compatible with Microsoft Outlook/Office (NW135007)


The MAPI server version of Microsoft Outlook/Office is not compatible with the MAPI 
server version that is part of the MAPI/CDO kit being used by NMM. This is a known 
Microsoft restriction.


Workaround


Microsoft Outlook/Office cannot be installed on the Exchange Server when NMM is being 
used. If access to mail is desired, install Microsoft Outlook/Office on a client machine.


In Exchange Server 2010, recovery of a deleted database to RDB cannot be performed (NW133385)


NMM does not support recovery of a deleted Exchange 2010 database to RDB. The 
NetWorker Module for Microsoft for Exchange VSS User Guide provides details about 
recovery of deleted databases.


In Exchange Server 2010, only the first RDB user item can be browsed in NMM GUI (NW125623)


After a successful RDB recovery operation, you can use the NMM GUI to browse only the 
first RDB user item. Subsequent RDB user items cannot be browsed.


In Exchange Server 2010, user mailbox does not appear in RDB recovery window unless the 
mailbox contains at least one email message (NW125556)


After a successful RDB recovery in Exchange 2010, NMM does not display a user mailbox 
in the RDB recovery window if the mailbox does not contain at least one e-mail message. 
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SharePoint limitations


This section lists the known problems and issues in Microsoft SharePoint:


◆ “After performing SearchServiceApplication recovery, the Search Administration page 
in Central Administration displays an error message (NW154048)” on page 22


◆ “When using the Configuration Wizard to create client resources for SharePoint, a 
client resource with more than 30 SQL save sets can be created, however backup fails 
(NW139739)” on page 24


◆ “Sometimes the NMM GUI does not enable the mount SharePoint GLR option during 
SQL Server directed recovery (NW137547)” on page 24


◆ “Although one SQL instance is selected for GLR, there is inconsistency in mounting 
(NW135722)” on page 25


◆ “In SharePoint Server 2010, published shared services between two farms does not 
list save set for the first farm backup (NW122691)” on page 25


◆ “SharePoint Server 2010 Writer backup cannot be browsed when multiple instances 
of same client are backed up by using different save sets (NW125218)” on page 25


◆ “After a SharePoint Server 2010 recovery, the Search Application is in an 
unprovisioned state (NW123624)” on page 25


◆ “Directed recovery of SharePoint Server 2010 configuration database fails because 
the SharePoint wizard cannot connect to the recovered database (NW123768)” on 
page 26


◆ “If SharePoint Foundation Search V4 program is stopped, backup fails with error 
(NW122193)” on page 26


◆ “Intermittent backup failure seen on farm node where search services are hosted 
(NW115363)” on page 26


◆ “In SharePoint Server 2007 SP2 and SharePoint Server 2007 SP3, recovery of web 
application and SSP fails when the October CU patch is not applied (NW125432, 
NW137564)” on page 27


After performing SearchServiceApplication recovery, the Search Administration page in Central 
Administration displays an error message (NW154048)


After SearchServiceApplication recovery, when Search Administration in Central 
Administration is selected, Background activity displays the message “The search 
application '<Search Service Application name>' on server 2010FARM-CNADM is not 
provisioned. Confirm that the Microsoft SharePoint Foundation Timer service and 
SharePoint Administration service are running on the server”.


Workaround


Perform the following steps for SharePoint 2010 SP1:


1. Stop and disable the OSearch14 service at the appropriate SharePoint node. 


2. Note the database names associated with the Search Service Application. 
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3. Delete the non-functional Search Service Application that is not restored properly, by 
using Central Administration. Only the proxy Search Service Application service is 
deleted successfully. 


To delete the Search Service Application Service, follow these steps: 


a. Using SharePoint power shell, type either of the following command:


– PS C:\Users\<administrator.domainname> Get-SPServiceApplication 


Or


– PS C:\Users\<administrator.domainname> Get-SPServiceApplication 
|?{$_.name -eq <Search Service Application display name>} 


After using the first command, note the GUID of the Search Service Application. The 
second command displays the GUID of the Search Service Application. 


b. At Command Prompt, type the following command:


C:\Program Files\Common Files\Microsoft Shared\Web Server Extensions\14\BIN> 
stsadm -o deleteconfigurationobject -id <GUID of the search service application 
displayed in step a > 


4. Delete the databases noted in step 2  by using the SQL Management Studio:


• CrawlStoreDB 


• DB 


• PropertyStoreDB 


5. Delete the index files for the relevant Search Service Application from C:\Program 
Files\Microsoft Office Servers\14.0\Data\Office Server\Applications. 


6. Restart the OSearch14 service in the relevant SharePoint node. 


7. Create another Search Service Application. 


8. Start crawling for the relevant websites.


Crawling is successful. 


Perform the following steps for SharePoint 2007 SP3:


1. Stop and disable the SPSearch service at the appropriate SharePoint node. 


2. Note the database names associated with the Search Service Application. 


3. Delete the non-functional Search Service Application that are is restored properly, by 
using Central Administration. Only the proxy Search Service Application service is 
deleted successfully. 
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To delete the Search Service Application Service, follow these steps: 


a. Mouse over the Service Application link in the Central Administration and check 
the URL at the bottom of the browser page. Note the ID in the form of GUID at the 
end of the URL. 


b. At Command Prompt, type the following command: 


C:\Program Files\Common Files\Microsoft Shared\Web Server Extensions\12\BIN> 
stsadm -o deleteconfigurationobject -id <GUID of the search service application 
seen in step a > 


4. Delete the databases noted in step 2  by using the SQL Management Studio:


• CrawlStoreDB 


• DB 


• PropertyStoreDB 


5. Delete the index files for the relevant Search Service Application from C:\Program 
Files\Microsoft Office Servers\12.0\Data\Office Server\Applications. 


6. Restart the SPSearch service in the relevant SharePoint node. 


7. Create another Search Service Application. 


8. Start crawling for the relevant websites.


Crawling is successful.


When using the Configuration Wizard to create client resources for SharePoint, a client resource 
with more than 30 SQL save sets can be created, however backup fails (NW139739)


When the Configuration Wizard is used to create a SharePoint client resource with more 
than 30 save sets, and the client resource is created successfully, but the backup fails 
with a non-retryable error.


Workaround


For successful backup, ensure that fewer than 30 SQL save sets are used when creating a 
client resource by using the Configuration Wizard for SharePoint.


Sometimes the NMM GUI does not enable the mount SharePoint GLR option during SQL Server 
directed recovery (NW137547)


The mounting option for SharePoint GLR is sometimes unavailable during SQL Server 
directed recovery.


Workaround


Restart the NMM GUI.
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Although one SQL instance is selected for GLR, there is inconsistency in mounting (NW135722)


For SharePoint GLR, only one database can be selected for granular recovery. If the SQL 
Server is backed up at the writer level and the SQL instances are on multiple volumes, 
then NMM generates multiple save set IDs and all the databases contained in the given 
save set ID are mounted. 


Workaround


You are able to see the database that was selected and this database is available for 
granular recovery. Ignore the other databases that are not selected but are mounted. 


In SharePoint Server 2010, published shared services between two farms does not list save set for 
the first farm backup (NW122691)


A SharePoint 2010 Writer does not report a cross-farm association of a web application. A 
cross-farm association is established after restoring the web application.


SharePoint Server 2010 Writer backup cannot be browsed when multiple instances of same client 
are backed up by using different save sets (NW125218)


The SharePoint writer backup cannot be browsed in the NMM GUI when multiple 
instances of the same client are backed up by using different save sets.


For example:


◆ Backup1 runs the SharePoint writer data backup:


ClientA.sharepoint.com APPLICATIONS:\Microsoft Office SharePoint Services


◆ Backup2 runs the SQL writer data backup:


ClientA.sharepoint.com APPLICATIONS:\SqlServerWriter


After Backup2 completes, the Backup1 data of SharePoint writer cannot be browsed.


Workaround


To recover the SharePoint writer, change the browse time.


After a SharePoint Server 2010 recovery, the Search Application is in an unprovisioned state 
(NW123624)


In SharePoint 2010, after a restore operation:


◆ The Search Application is unprovisioned.


◆ The event ID (6482) is generated.


◆ The successive backup fails with a NULL appearing in the nsrsnap_vss_save -? 
command under the search save sets.
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Workaround


After the SharePoint writer recovery operation is complete, restore either of the following:


◆ SharePoint Configuration Data


◆ Registry writer


Because individual writers under SharePoint Configuration Data can be selected, the 
Microsoft best practices option must be cleared to restore the registry writer. 


Directed recovery of SharePoint Server 2010 configuration database fails because the SharePoint 
wizard cannot connect to the recovered database (NW123768)


If you perform a directed recovery of a SharePoint 2010 configuration database and try to 
browse the data by using the SharePoint Configuration Wizard, the SharePoint 
Configuration Wizard cannot connect to the recovered database.


If SharePoint Foundation Search V4 program is stopped, backup fails with error (NW122193)


If the SharePoint Foundation Search V4 service is configured in a SharePoint farm and this 
service is stopped in services.msc, the backup fails with the following error:


APPLICATIONS:\Microsoft Office SharePoint Services is 
valid63778:nsrsnap_vss_save:NMM .. ERROR..Writer SharePoint 
Services Writer with local dependent writer id { comp 
ContentIndex_SPSearch4 cannot be found. CONTINUE PROCESSING. 


63335:nsrsnap_vss_save:NMM backup failed to complete


The nsrsnap_vss_save -? output also displays NULL for the dependent components.


Workaround


Restart the SharePoint Foundation Search V4 service and then perform a backup.


Intermittent backup failure seen on farm node where search services are hosted (NW115363)


Intermittent backup failure is seen on the farm node where search services are hosted. 
Backup fails and the following error message appears:


Format string Save set name %S is valid cannot be rendered correctly
63778:nsrsnap_vss_save:NMM .. ERROR..Writer SharePoint Services Writer 


with local dependent writer id { comp ContentIndex_SPSearch cannot 
be found. CONTINUE PROCESSING. 


This error is generally expected when search services or dependent services are not 
running. However, it is also seen in some cases when all dependent services and search 
services are running.


Workaround


Restart the search services to ensure a successful backup.
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In SharePoint Server 2007 SP2 and SharePoint Server 2007 SP3, recovery of web application and 
SSP fails when the October CU patch is not applied (NW125432, NW137564)


In SharePoint Server 2007 SP2 and SharePoint Server 2007 SP3, a recovery of the web 
application and SSP fails when the October CU patch is not applied and the SQL named 
instance is used.


Workaround


To recover the web application and SSP:


1. Install the following software:


• SharePoint Server 2007 SP2 or SharePoint Server 2007 SP3 software


• October 2010 CU 


2. Use the Configuration Wizard to perform the backup for:


• SharePoint Configuration Data


• SQL writer


3. Delete a web application. For example: iis _ db


4. Restore SharePoint Configuration Data and SQL.


5. Clear the SharePoint Configuration Cache:


a. Stop the Windows SharePoint Services Timer service.


b. Delete all the XML files in the following directory:


C:\ProgramData\Microsoft\SharePoint\Config\
<GUID>


Only delete the XML files. Do not delete the .INI file.


c. In Notepad, open the cache.ini file and reset the number to 1. Save and close the 
file.


d. Start the Windows SharePoint Services Timer service and wait for the XML files to 
begin to reappear in the directory.


6. Restore the SharePoint Writer.


Hyper-V limitations


This section lists the known problems and issues that involve Hyper-V:


◆ “NMM 3.0 does not support the backup of Hyper-V Server 2012 virtual machines 
(VMs) that are configured in DFS namespace (NW147506)” on page 28


◆ “Hyper-V pass-through disks may not be backed up in a child partition backup 
(LGTsc28427)” on page 28
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NMM 3.0 does not support the backup of Hyper-V Server 2012 virtual machines (VMs) that are 
configured in DFS namespace (NW147506)


Backup of VM configured in file share with DFS namespace fails.


Hyper-V pass-through disks may not be backed up in a child partition backup (LGTsc28427)


For Hyper-V backups, the child partition pass-through disks are skipped in Hyper-V parent 
partition backup, and child partition pass-through disks are supported by backups within 
the child partition.


However, in some cases, Hyper-V parent partition backup of a child partition with a 
pass-through disk may fail completely. If this occurs, contact Microsoft support for 
assistance because the problem may be with the hardware configuration or the Microsoft 
Hyper-V writer.


Active Directory limitations


This section lists the known problems and issues that involve Active Directory Server:


◆ “ADAM granular backup and recovery are not supported for ADAM instances running 
on non-default ports (NW151909)” on page 28


◆ “Active Directory recovery (nsradrecov.exe) hangs if a large number of individual 
objects are selected for recovery (NW148516)” on page 28


◆ “Restoring attributes of a domain local group to a global group with same name 
generates exception (NW120949)” on page 29


◆ “Active Directory object backup fails when Data Domain is selected (NW124314)” on 
page 29


◆ “Group Policy Object cannot be viewed if recovery occurs after Active Directory 
granular backups (LGTsc31471)” on page 29


ADAM granular backup and recovery are not supported for ADAM instances running on non-default 
ports (NW151909)


ADAM granular backups fail with exception for ADAM instances running on any 
non-default port. However, backup and recovery pass for the ADAM instance running on 
Default port (389). 


Active Directory recovery (nsradrecov.exe) hangs if a large number of individual objects are 
selected for recovery (NW148516)


If a large number of individual objects are selected for Active Directory recovery, then 
recovery (nsradrecov.exe) hangs.


Workaround


Select the entire Organization Unit, which contains all the objects, when performing 
recovery to ensure that nsradrecov.exe does not hang. 
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Technical notes

Restoring attributes of a domain local group to a global group with same name generates exception 
(NW120949)


In Active Directory, users can create objects with the same names as existing objects after 
deleting the existing objects. For example, you can create a domain local security group 
object and then back it up. Creating another global security object with the same name 
and trying to recover the attributes of the group over the user object, generates an 
exception.


The same issue is seen when a user object is created with a specific name and then a 
group object is created with the same name.


Workaround


Take a full backup.


Active Directory object backup fails when Data Domain is selected (NW124314)


An NMM backup of an Active Directory object fails when you select the Data Domain 
option in the client properties.


Workaround


Clear the Data Domain option in the client properties to ensure successful backup.


Group Policy Object cannot be viewed if recovery occurs after Active Directory granular backups 
(LGTsc31471)


A recovery of Group Policy Object is performed by using NMM after doing granular 
backups of Active Directory. Although the recovery is successful, the Group Policy Object 
cannot be viewed by using the Active Directory Users and Computers (ADUC) and Group 
Policy Management Console (GPMC).


Technical notes


Review EMC Technical Alert esg133843 on support.emc.com for information about the 
NetWorker server update required for NMM to handle Exchange save sets correctly. 
Information is also available in the Readme document and the Release Notes for the 
NetWorker Cumulative Fix release 8.0.1.1, 8.0.0.7, and 7.6.5.1.


Documentation


Table  on page 30 lists the EMC publications that provide additional information. 
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Documentation

The PDF versions of the guides provide the most current information on NMM 3.0. Check 
EMC Online Support (support.emc.com) to ensure that you are using the latest version of 
this document.


Table 3  EMC publications for additional information 


Guide names Description


NetWorker Module for Microsoft Release 3.0 
Installation Guide


Contains preinstallation, installation, silent installation, and post 
installation information about NMM 3.0.


NetWorker Module for Microsoft Release 3.0 
Administration Guide


Contains information common to all the supported Microsoft 
applications that can be backed up and recovered by using EMC 
NetWorker Module for Microsoft.


NetWorker Module for Microsoft for SQL and SharePoint 
VSS Release 3.0 User Guide


Contains information about backup and recovery of SQL Server VSS and 
SharePoint Server VSS by using EMC NetWorker Module for Microsoft.


NetWorker Module for Microsoft for SQL VDI Release 
3.0 User Guide


Contains information about backup and recovery of SQL Server VDI by 
using EMC NetWorker Module for Microsoft.


NetWorker Module for Microsoft for Exchange VSS 
Release 3.0 User Guide


Contains information about backup and recovery of Exchange Server VSS 
by using EMC NetWorker Module for Microsoft.


NetWorker Module for Microsoft for Hyper-V VSS 
Release 3.0 User Guide


Contains information about backup and recovery of Hyper-V Server VSS 
by using EMC NetWorker Module for Microsoft.


NetWorker Module for Microsoft for Windows Bare 
Metal Recovery Solution Release 3.0 User Guide


Contains information about Windows Bare Metal Recovery (BMR)
solution by using NetWorker and NMM), how this solution works, and the 
procedures that you are required to follow for disaster recovery of the 
supported Microsoft applications.


NetWorker Module for Microsoft Performing Exchange 
Server Granular Recovery by using EMC NetWorker 
Module for Microsoft with Ontrack PowerControls 
Release 3.0 Technical Notes


Contains supplemental information about using NMM with Ontrack 
PowerControls to perform granular level recovery (GLR) of deleted 
Microsoft Exchange Server mailboxes, public folders, and public folder 
mailboxes.


NetWorker Cloning Integration Guide Contains planning, practices, and configuration information for using the 
NetWorker, NMM, and NMDA cloning feature.


NetWorker SolVe Desktop The NetWorker SolVe Desktop is an executable download that can be 
used to generate precise, user-driven steps for high demand tasks 
carried out by customers, support, and the field.


NetWorker Licensing Guide Provides information about licensing NetWorker and its modules.


NetWorker Software Compatibility Guide Includes a list of supported client, server, and storage node operating 
systems for the following software products: NetWorker and NetWorker 
application modules and options (including deduplication and 
virtualization support), AlphaStor, Data Protection Advisor, and 
HomeBase.


NetWorker Data Domain Deduplication Devices 
Integration Guide


Provides planning and configuration information on the use of Data 
Domain devices for data deduplication backup and storage in a 
NetWorker environment.


NetWorker Avamar Integration Guide Provides planning and configuration information on the use of Avamar in 
a NetWorker environment.


NetWorker documentation set Provides the documentation that is available with NetWorker.
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Software media, organization, and files

Some of the technical notes from NMM 2.4 SP1 have been discontinued in NMM 3.0 and 
the information from these technical notes is now available in NMM 3.0 User Guides: 


Software media, organization, and files


Information on software media, organization, and files is provided in the NetWorker 
Module for Microsoft Release 3.0 Installation Guide.


Troubleshooting and getting help


EMC support, product, and licensing information can be obtained as follows:


Product information — For documentation, release notes, software updates, or 
information about EMC products, licensing, and service, go to EMC online support 
(support.emc.com).


Technical support — For technical support, go to EMC online support and select Support. 
On the Support page, you will see several options, including one to create a service 
request. Note that to open a service request, you must have a valid support agreement. 
Contact your EMC sales representative for details about obtaining a valid support 
agreement or with questions about your account.


Protecting Virtual Machine Manager 
Environments Using EMC NetWorker Module for 
Microsoft Applications Release 2.4 SP1 
Technical Notes


The content is now available in the NetWorker 
Module for Microsoft Windows Bare Metal 
Recovery Solution Release 3.0 User Guide.


SharePoint Granular Recovery by using EMC 
NetWorker Module for Microsoft and Kroll 
Ontrack PowerControls Release 2.4 SP1 
Technical Notes 


The content is now available in the NetWorker 
Module for Microsoft for SQL and SharePoint 
VSS Release 3.0 User Guide.


Simplified Windows Bare Metal Recovery 
Solution for Microsoft by using EMC NetWorker 
Module for Microsoft Release 2.4 SP1 Technical 
Notes


The content is now available in the NetWorker 
Module for Microsoft Windows Bare Metal 
Recovery Solution Release 3.0 User Guide
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Troubleshooting and getting help

Your comments


Your suggestions will help us continue to improve the accuracy, organization, and overall 
quality of the user publications. Send your opinions of this document to: 
BRSdocumentation@emc.com
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PREFACE


As part of an effort to improve its product lines, EMC periodically releases revisions of its 
software and hardware. Therefore, some functions described in this document might not 
be supported by all versions of the software or hardware currently in use. The product 
release notes provide the most up-to-date information on product features.


Contact your EMC representative if a product does not function properly or does not 
function as described in this document.


Note: This document was accurate at publication time. Go to EMC Online Support 
(support.emc.com) to ensure that you are using the latest version of this document.


Purpose
This guide contains information about using the NetWorker Module for Microsoft (NMM) 
Release 3.0 software to back up and recover Microsoft SQL Server using the Virtual Device 
Interface technology. 


IMPORTANT


The NetWorker Module for Microsoft Release 3.0 Administration Guide supplements the 
backup and recovery procedures described in this guide and must be referred to when 
performing application-specific tasks. Ensure to download a copy of the NetWorker 
Module for Microsoft Release 3.0 Administration Guide from EMC Online Support 
(support.emc.com) before using this guide. 


Audience
This guide is part of the NetWorker Module for Microsoft documentation set, and is 
intended for use by system administrators during the setup and maintenance of the 
product. 


Readers should be familiar with the following technologies used in backup and recovery:


◆ EMC NetWorker software


◆ EMC NetWorker snapshot management


◆ Microsoft Volume Shadow Copy Service (VSS) technology
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Related documentation
Table 1 on page 12 lists the EMC publications that provide additional information.


Table 1  EMC publications for additional information


Guide names Description


NetWorker Module for Microsoft Release 3.0 Release 
Notes


Contain information about new features and changes, problems fixed 
from previous releases, known limitations, and late breaking information 
that was not updated in the remaining documentation set.


NetWorker Module for Microsoft Release 3.0 
Installation Guide


Contains preinstallation, installation, silent installation, and post 
installation information about NMM.


NetWorker Module for Microsoft Release 3.0 
Administration Guide


Contains information common to all the supported Microsoft 
applications that can be backed up and recovered by using NMM.


NetWorker Module for Microsoft for SQL and SharePoint 
VSS Release 3.0 User Guide


Contains information about backup and recovery of SQL Server VSS and 
SharePoint Server VSS by using NMM.


NetWorker Module for Microsoft for SQL VDI Release 
3.0 User Guide


Contains information about backup and recovery of SQL Server VDI by 
using NMM.


NetWorker Module for Microsoft for Hyper-V VSS 
Release 3.0 User Guide


Contains information about backup and recovery of Hyper-V Server VSS 
by using NMM.


NetWorker Module for Microsoft for Windows Bare 
Metal Recovery Solution Release 3.0 User Guide


Contains information about Windows Bare Metal Recovery (BMR)
solution by using NetWorker and NMM), how this solution works, and the 
procedures that you are required to follow for disaster recovery of the 
supported Microsoft applications.


NetWorker Module for Microsoft Performing Exchange 
Server Granular Recovery by using EMC NetWorker 
Module for Microsoft with Ontrack PowerControls 
Release 3.0 Technical Notes


Contains supplemental information about using NMM with Ontrack 
PowerControls to perform granular level recovery (GLR) of deleted 
Microsoft Exchange Server mailboxes, public folders, and public folder 
mailboxes.


NetWorker Cloning Integration Guide Contains planning, practices, and configuration information for using the 
NetWorker, NMM, and NMDA cloning feature.


NetWorker SolVe Desktop The NetWorker SolVe Desktop is an executable download that can be 
used to generate precise, user-driven steps for high demand tasks 
carried out by customers, support, and the field.


NetWorker Licensing Guide Provides information about licensing NetWorker and its modules.


NetWorker Software Compatibility Guide Includes a list of supported client, server, and storage node operating 
systems for the following software products: NetWorker and NetWorker 
application modules and options (including deduplication and 
virtualization support), AlphaStor, Data Protection Advisor, and 
HomeBase.


NetWorker Data Domain Deduplication Devices 
Integration Guide


Provides planning and configuration information on the use of Data 
Domain devices for data deduplication backup and storage in a 
NetWorker environment.


NetWorker Avamar Integration Guide Provides planning and configuration information on the use of Avamar in 
a NetWorker environment.


NetWorker documentation set Provides the documentation that is available with NetWorker.
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Conventions used in this document
EMC uses the following conventions for special notices:


NOTICE is used to address practices not related to personal injury.


Note: A note presents information that is important, but not hazard-related.


IMPORTANT


An important notice contains information essential to software or hardware operation.


Typographical conventions


EMC uses the following type style conventions in this document:


Normal
• Names of interface elements, such as names of windows, dialog boxes, 


buttons, fields, and menus
• Names of resources, attributes, pools, Boolean expressions, buttons, 


DQL statements, keywords, clauses, environment variables, functions, 
and utilities


• URLs, pathnames, filenames, directory names, computer names, links, 
groups, service keys, file systems, and notifications


Bold


• Names of interface elements, such as names of windows, dialog boxes, 
buttons, fields, and menus


• What the user specifically selects, clicks, presses, or types


Italic
• Full titles of publications referenced in text
• Emphasis, for example, a new term
• Variables


Courier


• System output, such as an error message or script
• URLs, complete paths, filenames, prompts, and syntax when shown 


outside of running text


Courier bold


Courier italic


• Variables on the command line
• User input variables 


< >


[ ]


|


{ }


...


Used in running (nonprocedural) text for:


Used in running (nonprocedural) text for names of commands, daemons, 
options, programs, processes, services, applications, utilities, kernels, 
notifications, system calls, and man pages


Used in procedures for:


Used in all text (including procedures) for:


Used for:


Used for specific user input, such as commands


Used in procedures for:


Angle brackets enclose parameter or variable values supplied by the user 


Square brackets enclose optional values


Vertical bar indicates alternate selections — the bar means “or”


Braces enclose content that the user must specify, such as x or y or z


Ellipses indicate nonessential information omitted from the example
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Where to get help
EMC support, product, and licensing information can be obtained as follows:


Product information — For documentation, release notes, software updates, or 
information about EMC products, licensing, and service, go to the EMC online support 
website (registration required) at:


support.emc.com


Technical support — For technical support, go to EMC online support and select Support. 
On the Support page, you will see several options, including one to create a service 
request. Note that to open a service request, you must have a valid support agreement. 
Contact your EMC sales representative for details about obtaining a valid support 
agreement or with questions about your account.


Online communities — Visit EMC Community Network at community.emc.com for peer 
contacts, conversations, and content on product support and solution. Interactively 
engage online with customers, partners, and certified professionals for all EMC products.


Your comments
Your suggestions will help us continue to improve the accuracy, organization, and overall 
quality of the user publications. Send your opinions of this document to:


BRSdocumentation@emc.com
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Introduction

Overview
The EMC® NetWorker® Module for Microsoft (NMM) software supports several types of 
Microsoft Exchange Server environments and versions of Exchange Server. Though 
Exchange Server 2007, Exchange Server 2010, and Exchange Server 2013 are similar, they 
also differ in many ways such as clustering, high availability, and recovery databases and 
storage groups. These differences affect how you configure and run NMM backup and 
restore operations. 


Whenever possible, this guide provides combined procedures for NMM features that are 
the same across Exchange Server 2007, 2010, and 2013. As required, this guide provides 
separate procedures for Exchange Server 2007, Exchange Server 2010, and Exchange 
Server 2013. 


NMM 3.0 supports Exchange Server 2007 SP3 Rollup 1 or later. Installing Exchange Server 
2007 SP3 Rollup 1 is the minimum requirement for a backup to go through successfully.


NMM 3.0 supports Exchange 2010 SP1, Rollup 6 and SP2, Rollup 1 on:


◆ Windows Server 2008 SP2 Standard Edition and Enterprise Edition (x64)


◆ Windows Server 2008 R2 SP1 Standard Edition and Enterprise Edition (x64)


◆ Windows Server 2012


NMM 3.0 supports Exchange Server 2010 SP3 on:


◆ Windows Server 2008 R2 SP1 Standard Edition and Enterprise Edition (x64)


◆ Windows Server 2012


NMM 3.0 supports Exchange Server 2013 Cumulative Update 2 on:


◆ Windows Server 2008 R2 SP1 Standard Edition and Enterprise Edition (x64)


◆ Windows Server 2012


The NetWorker Software Compatibility Guide, which is available on the EMC online 
support website at http://support.emc.com, provides the most up-to-date and accurate 
listing of hardware, operating system, service pack, and application versions that the 
NMM client supports.


Microsoft Exchange Server environments
Exchange Server 2007 supports recovery storage groups (RSG), whereas Exchange Server 
2010 and 2013 support recovery databases (RDB). Exchange Server 2007, 2010, and 
2013 support stand-alone and clustered configurations. NMM supports backup and 
recovery of these configurations.


Exchange Server 2007 environments


Exchange Server 2007 supports several configurations of stand-alone and clustered 
environments.
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Stand-alone and single Exchange servers
In a stand-alone or single Exchange Server environment, all mailbox databases, log files, 
and checkpoint files reside on one server such as: 


◆ Exchange Server 2007 stand-alone
◆ Exchange Server 2007 Local Continuous Replication (LCR)
◆ Exchange Server 2010 stand-alone
◆ Exchange Server 2013 stand-alone


Figure 1 on page 19 illustrates the relationship between the NetWorker Server, NetWorker 
Management Console, and NMM client installation in a single Exchange server 
environment. Install the Exchange granular level recovery (GLR) option when you install 
the NMM client. 


Figure 1  NetWorker and NMM installation in a single Exchange Server environment


Exchange Server 2007 clusters
In an Exchange Server 2007 cluster, you must install the NMM client on each Exchange 
server that has the mailbox role installed. 


Figure 2 on page 20 illustrates NMM client installation in an Exchange Server 2007 cluster 
environments such as: 


◆ Cluster continuous replication (CCR)
◆ Standby continuous replication (SCR)
◆ Single copy cluster (SCC)
◆ Clustered mailbox server
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Figure 2  NetWorker and NMM installation in a Exchange Server 2007 cluster environment


“Configuring Exchange backups” on page 57 provides detailed steps for configuring a 
cluster backup after you install the NMM client on each Exchange server in the cluster. 


Exchange Server 2010 and 2013 DAGs
NMM supports Data Availability Groups (DAG) for high availability of Exchange Server 
2010 and 2013 databases, with the following considerations:


◆ You must install the NMM client on each Exchange server that has the mailbox role 
installed.


◆ You can replicate each Exchange database to multiple Exchange servers, with a 
maximum of 16 copies.


◆ For Client Direct file access (DFA) backups, each client resource that you create on the 
NetWorker server for the Exchange client can contain a maximum of 10 mailbox 
databases. For example, an Exchange server that contains 20 databases requires two 
client resources that contain 10 databases each. The NetWorker Module for Microsoft 
Release 3.0 Administration Guide provides information about DFA.


◆ Out of multiple copies of a database, only one copy of the database is active at a time. 
The remaining copies are passive.


◆ You can back up active databases, passive databases, or both.


◆ You can only restore backups of databases in a DAG environment to active database 
copies.
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Information about Exchange DAG architecture is available on the Microsoft TechNet 
website at http://technet.microsoft.com/en-us/library/dd979799.aspx.  
 
Due to a Microsoft limitation, you cannot build Exchange DAGs with cross-domain 
servers. NMM does not support backups of this configuration. The following Microsoft 
technical note provides more information about this issue: 
http://technet.microsoft.com/en-us/library/dd979802.aspx. 
 
The Exchange Server 2010 equivalent for this is available on the Microsoft TechNet 
website at 
http://technet.microsoft.com/en-us/library/dd979799(v=exchg.141).aspx.


◆ For Exchange Server 2010 and 2013, “stand-alone” applies to an Exchange Server 
2010 or 2013 mailbox server where one server hosts all the databases and you have 
not configured a DAG. Figure 3 on page 21 illustrates NetWorker and NMM installation 
in this environment.


Figure 3  NetWorker and NMM installation in a stand-alone Exchange Server 2010 or 2013 
environment

Microsoft Exchange Server environments 21



http://technet.microsoft.com/en-us/library/dd979799.aspx

http://technet.microsoft.com/en-us/library/dd979802.aspx

http://technet.microsoft.com/en-us/library/dd979802(v=exchg.150).aspx

http://technet.microsoft.com/en-us/library/dd979799(v=exchg.141).aspx

http://technet.microsoft.com/en-us/library/dd979799(v=exchg.141).aspx





Introduction

“Configuring Exchange backups” on page 57 provides detailed steps for configuring a DAG 
backup after you install the NMM client on each Exchange server in the cluster. 


Supported high availability configurations


Most larger enterprises typically deploy Exchange Server in some form of high-availability 
configuration. In Exchange Server 2007, this typically includes the use of Windows 
clusters, Exchange Server 2007 replication, or both. In Exchange Server 2010 and 2013, 
this typically includes the use of DAGs. 


The following topics provide details on both stand-alone and high-availability 
environments with Exchange Server.


◆ “High availability and clustering in Exchange Server 2007”  on page 22
◆ “High availability in Exchange Server 2010 and 2013”  on page 25


High availability and clustering in Exchange Server 2007
To create an Exchange Server 2007 cluster, you must install and configure Windows 
failover clustering before installing Exchange Server. In Exchange Server 2007, this 
typically includes the use of Windows clusters, Exchange Server 2007 replication, or both.


In Exchange Server 2007 clustered environments such as CCR and Windows clusters, you 
must also configure the NMM client in the cluster, in addition to installing the NMM client 
on each server. The NMM client allows you to configure backup for all passive nodes in the 
cluster, instead of having to set up a separate backup for each node. 


Exchange Server 2007 replication


Exchange Server 2007 includes built-in data features that enable replication of Exchange 
data from one Exchange server to another.


Exchange Server 2007 offers three levels of data replication:


◆ Local Continuous Replication (LCR) 


LCR is a single-server solution that uses built-in asynchronous log shipping and log 
replay technology to create and maintain a copy of a storage group on a second set of 
disks that are connected to the same server as the production storage group. The 
production storage group is referred to as the active copy, and the copy of the storage 
group maintained on the separate set of disks is referred to as the passive copy. 
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Figure 4 on page 23 illustrates an LCR deployment.


Figure 4  LCR deployment


LCR deployments do not require any special NMM setup or configuration. Install the 
NMM client on the active storage group using the normal (non-cluster) installation 
procedure. 


◆ Cluster Continuous Replication (CCR)


CCR combines the asynchronous log shipping and replay technology built into the 
Exchange Server 2007 with the failover and management features that the Windows 
Cluster Service provides. CCR provides an Exchange Server 2007 high availability 
solution that:


• Has no single point of failure.
• Has no special hardware requirements.
• Has minimal shared storage requirements.
• You can deploy in one or two data center configurations.


CCR uses the database failure recovery functionality in Exchange Server 2007 to 
continuously and asynchronously update a second copy of a database with the 
changes that have been made to the active copy of the database. When you install a 
passive node in a CCR environment, each storage group and its database is copied 
from the active node to the passive node. This operation is called seeding, and it 
provides a baseline of the database for replication. After the initial seeding is 
performed, the CCR log continuously copies and replays the logs.


CCR integrates the replication capabilities with the Cluster Service to deliver a 
high-availability solution. In addition to providing data and service availability, CCR 
also provides scheduled outages. When you need to install updates or when you need 
to perform maintenance, you can manually move a clustered mailbox server to a 
passive node. After the move operation is complete, you can perform the needed 
maintenance.
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Figure 5 on page 24 illustrates an Exchange CCR configuration.


Figure 5  CCR deployment


◆ Standby Continuous Replication (SCR) 


You can combine CCR with SCR to replicate storage groups locally in a primary data 
center (using CCR for high availability) and remotely in a secondary or backup data 
center (using SCR for site resilience). The secondary data center could contain a 
passive node in a failover cluster that hosts the SCR targets. This type of cluster is 
called a standby cluster because it does not contain any clustered mailbox servers, 
but you can quickly provision it with a replacement clustered mailbox server in a 
recovery scenario. If the primary data center fails or is otherwise lost, you can quickly 
activate the SCR targets hosted in this standby cluster on the standby cluster. 
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Figure 6 on page 25 illustrates a CCR combined with SCR.


Figure 6  CCR combined with SCR deployment


◆ Single Copy Cluster (SCC)


SCC is a more typical Windows cluster configuration. Exchange stores the databases 
and logs on one disk that both nodes of the cluster share. In the example deployment 
illustrated in Figure 7 on page 25, Exchange servers MBX-01 and MBX-02 share 
Exchange databases and logs on external storage. 


Figure 7  Windows cluster (Exchange SCC) deployment


High availability in Exchange Server 2010 and 2013
Exchange Server 2010 and 2013 use DAG and mailbox database copies. You do not need 
to install and configure any Windows clustering before you install Exchange Server 2010 
or 2013. You can add high availability to the Exchange Server 2010 or 2013 environment 
after you deploy Exchange Server without having to uninstall Exchange Server and then 
reinstall in a high-availability configuration. 
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These improvements in high availability and site resilience functionality also simplify 
installation and configuration of the NMM client for backup and recovery. 


Active and passive nodes and databases
In a clustered environment, there are active and passive copies of the databases. This 
allows the server to constantly update a copy, or replica, as the passive copy, and 
minimize the impact on performance of the active copy. For backups, the passive copy 
allows you to back up the databases without affecting the performance or data of the 
active copy. With Exchange Server 2007, a node is either all active or all passive, as shown 
in “Cluster Continuous Replication (CCR)”  on page 23. With Exchange Server 2010 and 
2013, you designate the databases, not the nodes, as active or passive. This allows you to 
have several nodes with a mix of active and passive databases on each node. 


Figure 8 on page 26 shows an Exchange Server 2010 or 2013 DAG environment with four 
mailbox databases (DB1, DB2, DB3, and DB4). There are active and passive copies of 
these databases spread over three nodes (servers MBX1, MBX2, and MBX3). 


Figure 8  Exchange Server DAG environment


Figure 9 on page 27 illustrates an NMM installation in Exchange Server 2007 cluster 
environments such as: 


◆ Cluster continuous replication (CCR)
◆ Standby continuous replication (SCR)
◆ Single copy cluster (SCC)
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Figure 9  NMM installation in an Exchange Server 2007 cluster


“Configuring Exchange backups” on page 57 provides detailed steps for configuring the 
NMM client on the active node after installation of the NMM client on each Exchange 
server in the cluster. 


Using NMM in an Exchange Server environment 
The following section contains information you should be aware of when using NMM in an 
Exchange Server environment.


Exchange Server 2007 and 2010 VSS Writers


Exchange Server 2007 and 2010 have two writers for active and passive databases. NMM 
3.0 uses these writers during backup. Table 2 on page 27 provides details.


Table 2  Writers used by NMM for Exchange Server backup and recovery


Application writers Description


Information Store Writer This writer is built into the Exchange store, is available on any mailbox server, and is responsible 
for backup and recovery of active databases.


Replication Service Writer This writer is built into the Replication Service. The Replication Service Writer is available on the 
passive node of DAGs and CCR clusters and on any mailbox server that has at least one storage 
group configured with LCR. 
The Replication Service Writer supports backup functionality for a selected RDB or RSG where the 
shadow copy is taken against the replicated instance of the database and transaction log files. 
You can use the Information Store Writer to restore Replication Writer backups to the active 
database location.
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Exchange Server 2013 VSS Writer


Exchange Server 2013 has one writer for active and passive databases. NMM 3.0 uses this 
writer during backup.


Table 3  Exchange Server 2013 VSS writer


Application writer Description


 Table 3 on page 28provides details.


Compatibility with previous Exchange backups 


You can use NMM 3.0 to recover Exchange databases and logs that were backed up by 
using NMM 2.3.


You cannot recover data from an NetWorker Module for Exchange (NME) backup by using 
NMM. If you have upgraded to NMM 3.0 from NME, perform a full backup of Exchange to 
perform NMM point-in-time recovery in the future. The NetWorker Module for Microsoft 
Release 3.0 Installation Guide and NetWorker Module for Microsoft Release 3.0 
Administration Guide provide details.


If you want to upgrade the Exchange server version you are currently using, including 
Exchange Service Pack upgrades, perform a full backup before the upgrade. You must do a 
full backup after upgrading. You cannot recover data from a previous Exchange service 
pack to an Exchange server that runs a later service pack version. 


For example, if you have Exchange Server 2007 SP2 Rollup 4 installed on a Windows 
Server 2008 SP2 (x64) CCR environment and you want to upgrade to Exchange Server 
2007 SP3 Rollup1:


1. Upgrade to Exchange Server 2007 SP3 Rollup1.


2. Perform a full backup on Exchange Server 2007 SP3 Rollup1.


3. Verify that you are able to perform a recovery by restoring data to the RSG.


Microsoft Exchange Server 
Writer


This writer is used by Exchange Server-aware VSS-based applications to backup active and 
passive database copies, and to restore backed up database copies. Although the new writer 
runs in the Microsoft Exchange Replication service, it requires the Microsoft Exchange 
Information Store service to be running in order for the writer to be advertised. As a result, both 
services are required in order to backup or restore Exchange Server databases.
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Backup initiated transaction log file truncation


The time that the Exchange writer starts backup-initiated log file truncation differs for each 
backup type:


◆ In non-DAG configurations, the Exchange Writer truncates the transaction log files at 
the completion of successful full or incremental backups.


◆ In DAG configurations, the Replication service delays the log truncation until all 
necessary log files are replayed into all other copies. The Replication service deletes 
the backed up log files both from the active and the passive copy log file paths after 
the Replication service verifies that the to-be-deleted log files have successfully been 
applied to the copy database and both active database and the database copies 
checkpoint has passed the log files to be deleted.


Backups types and levels


You can use the Microsoft VSS software provider with NMM to perform full and incremental 
backups for stand-alone and clustered databases. Ensure that the user for the Replication 
Manager Exchange Interface service is a member of the Organization Management 
Exchange security group.


NMM supports the following backup types when you use the Microsoft VSS software 
provider:


◆ Point-in-time snapshot backup for FULL Level backups, with the Snapshot Policy 
“Backup Snapshot” option set to ALL


◆ Single server backup


◆ Virtual server cluster backup 


◆ SCC backup


◆ LCR backup of the production data, but not of the replicated data


◆ CCR active node and passive node backup


Note: You can use deduplication for an Exchange Server 2007 backup in a CCR 
environment. The NetWorker Module for Microsoft Release 3.0 Administration Guide 
provides in-depth information about deduplication. 
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Table 4 on page 30 describes the backup levels that NMM supports.


Table 4  Exchange Server backup levels


Level of backup Description


Federated backups


NMM supports federated backups, which allow you to back up all databases in a DAG with 
a single save set across all Exchange Server nodes in the DAG. NMM does not require you 
to perform a separate backup of each node.


Recoveries


NMM supports the following types of recovery:


◆ Roll-forward recovery


◆ Point-in-time recovery


◆ Database recoveries to Exchange RSG or RDB


◆ Remote database recovery


◆ GLR


◆ Mailbox item level recoveries from Exchange RSG or RDB databases


◆ Exchange RSG or RDB mailbox browsing, mailbox, folder, and message recovery


◆ Recovery to alternate storage group or alternate mailbox database


Full A full backup is a complete backup that archives every selected database and all necessary log files. After 
the backup completes, NMM deletes log files older than the checkpoint taken at backup start time. was 
started are deleted after the backup completes. If you perform a full backup on a daily basis, you can prevent 
log files from consuming necessary space on the hard disk.
You can perform a full backup of Exchange Server 2007, 2010, and 2013 databases in both clustered and 
non-clustered environments. A full backup includes both database files and logs files.


Incremental An incremental backup backs up only selected data, and therefore improves backup performance by 
reducing the amount of data that NMM processes. However, recovery may take longer because NMM 
recovers the last full backup plus each incremental backup that was performed after the full backup. 
You can perform incremental backups of Exchange Server 2007, 2010, and 2013 databases in both 
clustered and non-clustered environments. Unlike a full backup in which NMM backs up both database files 
and logs files, an incremental backup only backs up logs files. You can include public folders in incremental 
backups.
In a clustered or DAG environment, you can perform an incremental backup of a passive copy of a database 
after you perform a full backup of the active copy on another Mailbox server, and vice versa. If a full backup 
is not found on the Mailbox server that contains the passive copy of the database, you must manually 
perform a full backup on the Mailbox server that contains the passive copy of the database with the same 
save set that you used the first time you performed a backup.
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CHAPTER 2
Configuration


This chapter includes the following topics:


◆ Prerequisites...........................................................................................................  32
◆ Supported and unsupported configurations ............................................................  32
◆ Required privileges .................................................................................................  34
◆ Required MAPI client and Collaboration Data Objects ..............................................  35
◆ Exchange consistency checker utility .......................................................................  35
◆ Configuring a LAN-based Exchange server with a SAN and a proxy client..................  36
◆ Configuring a DSN for an Exchange Server 2007 CCR environment ...........................  37
◆ Configuring a DSN for an Exchange Server 2007 stand-alone environment...............  38
◆ Configuring Avamar deduplication backups in a CCR Passive node backup or DAG 


environment ...........................................................................................................  38
◆ Configuring Exchange 2007 storage groups.............................................................  39
◆ Configuring a non-federated or federated DAG backup ............................................  41
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Prerequisites
Ensure that the following prerequisites are taken care of before performing backup and 
recovery procedures:


◆ “Exchange backup prerequisites” on page 45


◆ “Exchange recovery prerequisites” on page 88


Supported and unsupported configurations
The following section describes supported and unsupported configurations.


Supported configurations


Table 5 on page 32 lists the minimal Microsoft Exchange Server versions and operating 
systems that NMM supports.


Table 5  Supported Microsoft Exchange Server versions and operating systems  


Exchange Server version Operating systems


• Windows Server 2008 x64 R2 SP1
• Windows Server 2012


• Windows Server 2008 x64 R2 SP1
• Windows Server 2012


• Windows Server 2008 x64 SP2
• Windows Server 2008 x64 R2 SP1


• Windows Server 2008 x64 SP2
• Windows Server 2008 x64 R2 SP1


The NetWorker Software Compatibility Guide, which is available on the EMC online 
support website at http://support.emc.com, provides the most up-to-date and accurate 
listing of hardware, operating system, service pack, and application versions that the 
NMM client supports.


Unsupported configurations


The following section describes unsupported configurations.


Windows Small Business Server not supported
NMM does not support backup and recovery of Windows Small Business Server. 


Microsoft Exchange Server and Microsoft SharePoint Server installations on same machine not 
supported


NMM does not support Microsoft Exchange Server and Microsoft SharePoint Server 
installed on the same machine. Microsoft does not support this configuration. Instead, 
Microsoft best practices recommend that you install these roles on separate machines. 


2013 CU1


2010 SP3


2010 SP2 Rollup 4


2007 SP3
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Supported high-availability configurations


Table 6 on page 33 lists the Exchange high-availability environments that NMM supports.


Table 6  NMM support for Exchange Server clustering  


Exchange Server version Operating systems High availability support


• Windows Server 2008 x64 R2
• Windows Server 2008 x64 SP2 


Enterprise/ DC Edition


• Single-copy cluster (SCC)
• LCR
• CCR
• SCR


• Windows Server 2008 x64 SP2
• Windows Server 2008 x64 R2 SP1


• DAGs
• Passive and active


• Windows Server 2012
• Windows Server 2008 x64 R2 SP1


• DAGs
• Passive and active


The Exchange Server 2010 and 2013 documentation recommends two networks: one for 
public traffic and one for replication traffic. Although a DAG with a single network is a 
supported configuration, it is not recommended. Using only one network connection can 
lead to unstable operations, such as databases that fail over to other systems when they 
experience network connection timeouts.


System requirements
The following section describes system requirements for Exchange Server setups.


Exchange Server 2007 CCR requirements


If you intend to use Exchange Server 2007 with the CCR high-availability feature, you must 
configure the Windows cluster in accordance with the information presented in the 
following articles:


◆ “Installing Cluster Continuous Replication on Windows Server 2008,” which is 
available on the Microsoft TechNet website at the following URL:


http://technet.microsoft.com/en-us/library/bb629714.aspx


◆ “Using Backup to Back Up and Restore Exchange Data,” which is available on the 
Microsoft TechNet website at the following URL:


http://technet.microsoft.com/en-us/library/aa998870.aspx


This article discusses the exact conditions under which log files are removed, since 
log truncation with Exchange Server 2007 CCR depends on the state of the replication.


2007 SP3


2010 SP1 DAG


2013 CU1
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◆ “Event ID 214 is logged when you run a backup operation on a passive node after you 
install Exchange Server 2007 SP3 in an Exchange Server 2007 CCR environment”, 
which is available on the Microsoft Support website at the following URL:


http://support.microsoft.com/kb/2297394


To resolve the issue described in the article, install Exchange Server 2007 SP3 Update 
Rollup 1 on all affected servers. You can download the update rollup at the following 
URL:


http://www.microsoft.com/downloads/details.aspx?FamilyID=ae45d06e-dcb7-43d8-
b1ff-d3953836425b


In addition, the account that you use to browse and select items for backup in an 
Exchange Server 2007 CCR environment requires the following permissions on the passive 
node:


◆ Administrator
◆ Domain Administrator
◆ Domain User
◆ Exchange Install Domain Servers


Exchange GLR requirements


Exchange GLR places additional demands on computer hardware and resources beyond 
the base requirements for NMM. Table 7 on page 34 describes the requirements for 
Exchange GLR


Table 7  Exchange GLR requirements  


Requirement Description


• If resources are already strained and performance is slow with regular 
operations of NMM, then add significantly more memory to support 
Exchange GLR operations. 


• If performance is currently adequate with regular operations of NMM, 
then additional memory may not be required to support Exchange GLR 
operations. 


.


Required privileges
To perform backups and recoveries, you must have the following privileges:


◆ Administrator Local Group
◆ Backup Operators 
◆ Domain Users 
◆ Exchange Servers
◆ Log on as Service
◆ Remote Desktop Users
◆ (Exchange Server 2010 only) Organization Management 
◆ (Exchange Server 2007 only) Exchange Organization Administrators 


Memory (RAM) The GLR option requires additional memory (RAM). Start with 8 GB of 
RAM. The amount of additional or total memory required depends on 
current system performance with existing memory:


Disk staging area The GLR option requires additional disk space so that it can provide a 
disk staging area to hold writes to the Exchange database and log files. 
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The NetWorker Module for Microsoft Release 3.0 Installation Guide provides additional 
information about configuring the required permissions.


Required MAPI client and Collaboration Data Objects
Access to Exchange messaging stores utilized by NMM mailbox backups requires the MAPI 
and CDO kit. The Exchange Server software does not include the MAPI client libraries and 
CDO. You can download these applications from Microsoft’s website. 


Exchange Server 2007 requires the Messaging API (MAPI) and Collaboration Data Objects 
(CDO) kit for RSG support. Exchange Server 2010 and 2013 require the MAPI/CDO kit for 
RDB support.


For information on downloading and installing this package, search for "Microsoft 
Exchange MAPI Client and Collaboration Data Objects" on the Microsoft Download Center 
website. Exchange Server 2010 and 2007 require 6.5.8244.0. Exchange Server 2013 
requires version 6.5.8320.0 or later.


The NetWorker Software Compatibility Guide contains information about the latest version 
of the MAPI and CDO kit that NMM 3.0 supports.


Exchange consistency checker utility
The Exchange consistency checker utility, eseutil.exe, checks that the database and log 
files do not contain errors, and that the Exchange is valid before performing the restore. 
Exchange automatically runs the consistency checker utility against stand-alone 
databases and public folders before NMM restores the data.


Setting consistency check parameters for threading and throttling 


The eseutil.exe utility greatly affects Exchange backup performance. The larger the 
databases and logs, the longer it takes to run the consistency check. NMM provides the 
options to run the consistency check on multiple storage groups in parallel. 


If you run multiple consistency checks in parallel without setting proper throttle limits, 
performance problems might appear on the proxy system. In extreme cases, this can 
cause I/O bottlenecks so severe that consistency checks fail and other operations with the 
system are adversely affected.


In NMM, you can configure threading and throttling by using the -A attribute values for 
eseutil configuration settings in the Application Information attribute of the NMM client. 
You can use these values to prevent performance issues during backup. 
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Table 8 on page 36 lists the Application Information attributes that you can specify in the 
client resource to set threading and throttling.


Table 8  Exchange application information variables for threading and throttling


Attribute name Value


• True — To run eseutil sequentially (single threaded). 
This is the default value.
Or


• False — To run eseutil in parallel against multiple 
storage groups (multi-threaded).


• True — To prevent eseutil throttling.
Or


• False — To allow eseutil throttling.


Configuring a LAN-based Exchange server with a SAN and a proxy 
client


To free up resources on the Exchange server, you can perform a serverless backup, where 
NMM uses a proxy client to process and back up a snapshot. To perform a serverless 
backup, install the same version of the NMM client on the Exchange server and the proxy 
client. When a backup operation uses a proxy client, it is known as a RolloverOnly backup. 


Figure 10 on page 37 illustrates a LAN-based Exchange Server configuration with a storage 
area network and a proxy client.


The data moves as follows: 


1. The NetWorker server initiates the process by contacting the Exchange server. 


2. The Exchange server creates a snapshot of the data on the storage volume.


In Figure 10 on page 37, S1 through S5 represent the snapshots.


3. The Exchange server makes the snapshot visible to the proxy client.


4. NMM runs the eseutil consistency check for Exchange on the proxy host.


5. If the consistency check is successful, then NMM commits the shadow copy.


NSR_ESE_UTIL_SEQUENTIAL Set to either of the following:


For example,
A NSR_ESE_UTIL_SEQUENTIAL=False -A 
NSR_ESE_UTIL_THROTTLE=True


NSR_ESE_UTIL_THROTTLE Set to either of the following:


NSR_ESE_THROTTLE_IOS To specify the number of I/Os between pauses when 
throttling, in the value range of 100–10000. The default 
value is 100.
For example, 
A NSR_ESE_THROTTLE_IOS=500 -A 
NSR_ESE_THROTTLE_DURATION=5000


NSR_ESE_THROTTLE_DURATION To specify the duration of pause in milliseconds when 
throttling, in the value range of 1000–60000. The default 
value is 1000.
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6. The proxy client uses a snapshot in primary storage to transfer the data over the LAN 
and into a conventional backup medium. For example, a file type disk, advanced file 
type disk, or tape. 


NMM uses the EMC VSS provider to take the transportable snapshot. When NMM 
moves the shadow copy to the traditional storage medium connected to the proxy 
host, you must configure the proxy client as a SAN storage node.


7. After the backup completes successfully, NMM notifies VSS. VSS then notifies the 
Exchange writer that the backup is complete and successful. Exchanges determines 
which log files to truncate and when. Exchange may not truncate log files immediately.


Figure 10 on page 37 illustrates this setup.


Figure 10  Snapshot process with Exchange production server and proxy client


Configuring a DSN for an Exchange Server 2007 CCR environment
Before performing the steps in this section, review the NetWorker Module for Microsoft 
Release 3.0 Installation Guide for details about setting up a dedicated storage node 
(DSN). 


To configure a DSN for Exchange Server 2007 CCR with two mailbox servers by using 
NetWorker Management Console:


1. Configure CCR setup with two mailbox servers.


2. On the NetWorker server, create:


• Two nodes, for example Node1 and Node2, and virtual client resources.


• A DSN device for each node.


3. In the Node1 client properties, select Globals (2 of 2) > Storage Node column, specify 
Node1. This is the Node1 IP or node fully qualified domain name (FQDN).

37







4. In the Node2 client properties, select Globals (2 of 2) > Storage Node column, specify 
Node2. This is the Node2 IP or node FQDN.


5. In the virtual client properties, select Globals (2 of 2) > Storage Node column, specify 
curphyhost.


The NetWorker Administration Guide and the NetWorker Cluster Integration Guide 
provides more information about curphyhost.


Configuring a DSN for an Exchange Server 2007 stand-alone 
environment


The following procedure applies only to Exchange Server 2007 environments. Microsoft 
Exchange Server 2010 does not support DSNs. Before performing the steps in this section, 
review the NetWorker Module for Microsoft Release 3.0 Installation Guide for details about 
setting up a DSN. 


To configure a DSN for NMM:


1. Install a NetWorker server 7.6 SP3 or later, or NetWorker storage node 8.1.


Note: This step is required before installing the NMM 3.0 software.


2. For a DSN, install the NMM 3.0 software on the same host.


3. Create a remote backup device on the NetWorker server and on the Device Properties, 
Configuration tab, set the Dedicated Storage Node attribute to Yes.


The NetWorker Administration Guide that is appropriate for the installed NetWorker 
version provides details.


Configuring Avamar deduplication backups in a CCR Passive node 
backup or DAG environment


You must configure passive node clients (Exchange 2007 CCR) or DAG member clients 
(Exchange Server 2010 and 2013) with the regular Avamar Storage node backup settings. 
In addition, follow the extra steps below, to perform passive node or DAG backups with 
the Avamar storage Node. 


For Exchange 2010 and 2013, ensure that you complete the following prerequisites before 
starting a DAG backup:


◆ Create client resources for all DAG member servers.


◆ Create a client resource with the DAG name.


Before you start a CCR passive node or DAG backup, you must perform the following steps 
in NMC:


1. In the NetWorker server's administration interface, click Configuration.


2. Select Clients in the navigation tree. 


The Clients table appears.
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3. Right-click Clients in the navigation tree, or right-click any client in the Clients table, 
and select New.


The General tab appears in the Create Client window.


4. On the General tab, make the following changes:


a. Specify the Exchange CCR virtual server name or DAG name in the Name attribute.


b. Clear the Scheduled backup option.


c. In the Save set list, add the same save set list that is in the passive node client 
resource.


5. On the Apps & Modules tab, make the following changes:


a. In the Access area, leave the Remote user and Password fields empty.


b. In the De-Duplication area, select the Avamar deduplication backup attribute to 
enable this client for deduplication backups.


c. In the Avamar deduplication node drop-down, select the name of the 
deduplication node to which this client's backup data will be sent. Use the same 
deduplication node specified for the Passive node server client resource or the 
DAG member server. 


This step links this client with its own deduplication node. Do not select the name 
of a replication node.


6. Click OK.


7. Add this new CCR Virtual Client or DAG client resource to the backup group that 
contains the CCR Passive node or DAG member client resource.


8. Start the passive node or DAG backup.


Configuring Exchange 2007 storage groups
EMC recommends that you configure no more than 10 Exchange concurrent storage 
groups for scheduled backups, particularly when you enable parallel consistency 
checking. Grouping more than 10 storage groups consumes the available resources of the 
CPU, I/O, and memory, and can lead to backup failures. Set the NSR_EXCHANGE_LIMIT_SG 
attribute to yes to set the number of storage groups to 10. 


To schedule backups for Exchange configurations with more than 10 Exchange storage 
groups:


1. Complete the backup configuration that matches your configuration scenario 
according to the details provided in “Configuring Exchange backups” on page 57.


2. Break the Exchange storage groups into sets of 10:


• Consider the size of each storage group and the time it takes to back up each set.


• Try to ensure that the size of the data for each set of 10 is roughly the same. This 
will ensure predicable backup windows.
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3. For the existing exchange client that contains more than 10 storage groups:


a. Create one additional copy of the client for each set of the 10 Exchange storage 
groups to back up all the sets. For example, if you have 30 storage groups, create 
two additional copies of the client.


b. If you configured a deduplication backup for the passive node, then also make a 
copy of the Exchange virtual server client that was created as part of this 
configuration.


4. For the existing exchange client that contains more than 10 storage groups:


a. Modify the save set attribute to list the first 10 Exchange storage groups that you 
want to back up.


b. If you configured a deduplication backup for the passive node, then also modify 
the Exchange virtual server client resource that you created as part of this 
configuration. By doing so, you set the save set to list the first 10 Exchange storage 
groups that you want to back up.


5. For each subsequent set of 10, repeat step 4  for the copy of the client resource 
created.


6. For the group resource that contains the Exchange clients:


a. Create one additional copy of the group, without copying clients, for each set of 10 
Exchange storage groups to back up all the sets. For example, if you have 30 
storage groups, create two additional copies of the group.


b. On the General tab of the Group properties window, disable Autostart for the new 
groups and then click OK.


7. For the clients created in step 3 :


a. Add one client to the group that you have just created.


b. If you have configured a deduplication backup for the passive node, also add the 
Exchange virtual server client resource with the same save set as the client that 
you just added to the same group.


8. Repeat step 6  and step 7  for each remaining set of 10 clients. 


Multiple NetWorker groups cannot run at the same time on the same client for NMM, so 
ensure that you schedule the groups to run sequentially. 


For example, you can schedule the groups to run as follows:


1. Schedule the first group on the first night to see how long it takes.


2. Add the second group to the schedule for the second night.


3. Assign the group a start time based on the run time of the first group from the night 
before.


4. Repeat the process until all groups are scheduled.
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Configuring a non-federated or federated DAG backup
You can configure a federated or non-federated DAG environment by using the 
Configuration Wizard or by manually configuring the NetWorker client resources. To 
manually configure the client resources, you must specify the application information and 
provide a backup command for the virtual DAG name or the physical DAG nodes. 


Configuring a non-federated DAG backup
To manually configure NetWorker client resources for a non-federated backup:


1. Create a NetWorker client resource for each physical DAG node and the virtual DAG 
name.


2. Specify save set and application information for the NetWorker client resource of each 
physical DAG node. 


3. Enable the scheduled backup option for the physical DAG nodes.


4. Assign backup groups to the NetWorker client resources of each physical DAG node 
which you will back up. 


5. Verify that the virtual DAG name is not part of any backup group.


Configuring a federated DAG backup
To manually configure NetWorker client resources for a federated backup:


1. Create a NetWorker client resource for each physical DAG node and the virtual DAG 
name.


2. Specify save set and application information and add a backup command under the 
virtual DAG name. 


3. Enable the scheduled backup option for the NetWorker client resource of the virtual 
DAG name.


4. Assign a backup group to the NetWorker client resource of the virtual DAG name which 
you will back up. 


5. Verify that the NetWorker client resources of the physical DAG nodes are not part of 
any backup group.
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CHAPTER 3
Backups


This chapter includes the following topics:


◆ Overview.................................................................................................................  44
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◆ Configuring Exchange backups................................................................................  57
◆ DAG federated backups (Exchange Server 2010 and 2013 only) ..............................  78
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Overview 
In a stand-alone environment, you can schedule backups for the entire Microsoft 
Exchange server. 


Exchange Server 2007


In a high-availability environment, such as Exchange Server 2007 cluster continuous 
replication (CCR), standby continuous replication (SCR), single copy cluster (SCC), or 
clustered mailbox servers, you must schedule one of the following:


◆ One backup for the active node


◆ One passive node backup for each physical server in the cluster, even if the physical 
server being backed up is currently an active node


Because the role of a node may change from active to passive, this scheduled backup 
strategy ensures that NMM backs up each physical server when it is the passive node.


Exchange Server 2010 or 2013


In an Exchange Server 2010 or 2013 DAG environment, you can schedule backups for the 
entire DAG with a federated backup. 


Exchange Server scheduled backups


To use NMM to perform scheduled backups of an Exchange environment:


1. Create a dataset for the backups.


2. Create a schedule for backups.


3. Create a group for the backups. During the group creation process, you:


a. Assign the new dataset to the new group.


b. Assign a schedule to the new group.


c. Assign a retention policy to the new group.


d. Add the Exchange server to the new group.


4. Enable scheduling for the group.


A thorough discussion of groups, group policy, datasets, schedules, and retention policies 
is beyond the scope of this guide. The NetWorker Module for Microsoft Release 3.0 
Administration Guide provides additional information.


Planning backups
This section contains the following information to help you plan Exchange backups:


◆ “Exchange backup prerequisites” on page 45


◆ “Backup guidelines” on page 46


◆ “Exchange Information Store backups” on page 47


◆ “Backup options” on page 47
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◆ “Backing up circular logging-enabled databases” on page 48


◆ “Achieving the maximum number of save sessions” on page 49


◆ “Persistent and non-persistent snapshots” on page 49


◆ “Shadow copy and log truncation” on page 50


◆ “Viewing valid application data save sets” on page 50


◆ “Viewing required volumes to back up for Exchange recovery” on page 53


◆ “Circumstances that promote incremental backups to full backups” on page 53


◆ “Using NMM with Client Direct to AFTD or Data Domain Boost storage devices” on 
page 53


◆ “Planning DAG and non-DAG backups” on page 54


Exchange backup prerequisites


Ensure that the following prerequisites are taken care of before performing backup 
procedures:


◆ Verify that the correct version of the Messaging API (MAPI) and Collaboration Data 
Objects (CDO) kit is installed. Version 6.5.8320.0 or later is required for Exchange 
Server 2007, 2010, and 2013. 


◆ Install .NET Framework 4.0.


◆ Install the hotfixes and cumulative updates listed in the NetWorker Module for 
Microsoft Release 3.0 Installation Guide.


◆ Verify that all servers use the same version of Exchange Server.


◆ Install the NMM and NetWorker client software on all Exchange servers that will be 
part of a backup. Select the GLR option if you will perform GLR.


◆ For Exchange Server 2007 backups, consider the recommendation that you configure 
no more than 10 Exchange storage groups for a scheduled backup.


◆ For CCR or DAG environments:


• Create a client resource for all Exchange clients that are members of the CCR or 
DAG.


• Create a NetWorker client resource for the CCR or DAG name using the FQDN.


◆ For federated backups, add the NSR_FEDERATED_BACKUP application information 
attribute and specify “yes” as the value.


◆ For Exchange Server 2007 backups, verify that the mailbox database files, the log 
files, and system files are stored on different volumes. Beginning with NMM 3.0, 
Exchange Server 2010 and 2013 database and log files can reside on the same 
volume and in the same folder.


◆ Run the System Configuration Checker.
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Backup guidelines 


When performing Exchange Server backups, keep the following requirements in mind:


◆ After a snapshot of a save group starts, you cannot interrupt or halt the snapshot 
process. 


For example, in Exchange backup, the nsrsnap_vss_save.exe process on the 
production server and the Eseutil process on the proxy may continue to run after you 
halt the snapshot. Any attempt to stop a save group in NMC will take a long time to 
complete. 


◆ For Exchange 2007 backups, store the logs path and system path files in the same 
folder on a single volume. Store mailbox database files in a different volume. 


For example:


• E:\<LogsPath_SystemPath>


Where E:\ is dedicated drive letter for logs files and system files.


• F:\<MailboxDatabase files>


Where F:\ is dedicated drive letter for mailbox database files.


Beginning with NMM 3.0, the Exchange Server 2010 and 2013 database and log files 
can reside on the same volume and in the same folder.


◆ For backups of Exchange Server 2007 database and log files residing on different 
mount points under the same volume, add NSR_E2K7_VOL_CHECK=no to the 
Application Information field on the Apps & Modules tab. This attribute is required for 
successful backups.


You should only use the NSR_E2K7_VOL_CHECK parameter when the database and 
log files reside under different volumes but different mount points located on the 
same volume point to them.


When you set NSR_E2K7_VOL_CHECK to "yes," NMM checks Exchange 2007 data and 
volume locations. By default, NSR_E2K7_VOL_CHECK is set to “yes.” 


When you set NSR_E2K7_VOL_CHECK to "no," NMM does not check Exchange 2007 
data and volume locations. 


◆ When creating an RDB, do not include symbols. RDB item level recovery fails with an 
error if the folder name contains a symbol. For example, the folder name used is 
“Recovered Data - sec77 - 04/03/2013 18:28:45.”


◆ When browsing an RDB, the log-in user mailbox should reside on the mailbox server 
you are browsing. Otherwise, you might encounter browsing errors. 


If the log-in user mailbox is not stored on the mailbox server where you are performing 
the RDB browsing, do one of the following:


• Move the current log-in user mailbox to the mailbox server you are browsing.


• Create a new log-in user mailbox with the required privileges. Log in as the new 
user to perform the RDB browsing.


◆ NMM will only back up mounted databases. NMM does not display during the backup 
operation to indicate if any databases are unmounted. The NMM log files provide 
details about unmounted databases.
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◆ When you add a standalone Exchange 2010 or 2013 mailbox server to a DAG 
environment, you cannot browse and recover data from the standalone backups.


If a Mailbox server is added to a DAG and one of the databases is then backed up, 
either refresh the NMM GUI, or close the NMM GUI and then reopen it.


◆ Transaction logs cannot be located at the root level of a mountpoint. This results in the 
transactions logs not being backed up at all.


Exchange Information Store backups


The Exchange data is stored in the Information Store, which contains the following data:


◆ The Exchange database (.edb) files include mailbox databases and public folder 
databases.


◆ The Transaction log (.log) files store database operations such as creating or 
modifying a message. When the operations are committed, they are written to the 
.edb file.


◆ The Checkpoint (.chk) files store information about successful operations when they 
are saved to the database on the hard disk.


When you select a storage group (Exchange 2007) or database (Exchange 2010 and 2013) 
for backup, NMM backs up the database file and accompanying .log and .chk files. As part 
of your backup strategy for a Microsoft Exchange environment, make sure to back up the 
following components with NMM: 


Microsoft Exchange Server 2010 and 2013 environments


◆ Stand-alone (non-DAG) databases


◆ Active or passive databases in a DAG environment


Microsoft Exchange Server 2007 environments


◆ Storage groups on the active or passive nodes in a CCR or SCR environment


◆ Storage groups on stand-alone (non-CCR) Exchange servers


Perform these backups regularly on either an on-demand or scheduled basis.


Backup options


Table 9 on page 47 lists the Exchange Server backup configurations that you can use with 
NMM.


Table 9  Backup options for Exchange Server 2010 and 2013  (page 1 of 2)


Backup configuration Details


Only active databases backup on the server You can back up all the active database copies residing on an Exchange 
Server 2010 or 2013 Mailbox server in a DAG environment. You can perform 
full and incremental backups. Active node backups include stand-alone and 
public folders.


Only passive databases backup on the server You can back up all the passive database copies residing on an Exchange 
Server 2010 or 2013 Mailbox server in a DAG environment. You can perform 
full and incremental backups, including incremental backups of public 
folders. Passive node backups do not include public folders.
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Backing up circular logging-enabled databases


You can use circular logging to limit the transaction logs stored on the system. However, 
incremental backups are not supported with circular logging enabled. When there are 
circular logging enabled databases, only full backups are valid.


To enable circular logging, add the -A CIRCULAR_PROMOTION_POLICY –A parameter in the 
Application Info for each client resource. This parameter indicates one of three directives 
to follow when backing up circular logging enabled databases or storage groups. 


The -A CIRCULAR_PROMOTION_POLICY –A parameter directives are:


◆ Promote: “Back up all databases, promoting incrementals to full if any database in the 
save set has circular logging enabled.” Selecting this will back up all databases 
whether they have circular logging enabled or not. If one or more databases have 
circular logging enabled, all databases in the save set will have any incremental 
backup promoted to a full backup. This will be the default if the flag is not specified.


◆ Circular: “Back up only those databases with circular logging enabled, promoting 
them to full.” Selecting this will promote all incremental backups of all databases with 
circular logging enabled to a full backup and skip any databases that do not have 
circular logging enabled.


◆ Skip: “Skip backup of databases with circular logging enabled, allowing incremental 
backups.” Selecting this will perform an incremental backup (depending on what has 
been specified) of all databases that have circular logging disabled and skip any 
database that has circular logging enabled.


You can use the Promote directive by itself. Circular and Skip are mutually exclusive, and 
you must create a separate client resource for each directive. 


Both active and passive databases backup on the 
server


You can back up both active and passive databases on Exchange Server 
2010 or 2013 Mailbox servers in the DAG environment. You can perform both 
full and incremental backups.


Backup from a local storage node in a stand-alone 
environment


You can configure a virtual client to direct its backups to the storage node on 
the physical host on which it resides. To do this, type curphyhost in the 
Storage Nodes attribute of the virtual client. This variable is not supported 
for DAG environments. The NetWorker Administration Guide provides more 
information about curphyhost.


Backup from remote storage node in a DAG or 
non-DAG environment


You can perform Exchange Server 2010 and 2013 database backups by 
using a remote NetWorker storage node. The Exchange server and NetWorker 
storage node are on different machines in the non-DAG environment. You 
can perform both full and incremental backups.
NMM does not support server-based dedicated storage nodes in a DAG 
environment. Select No for the Dedicated storage node option in the Device 
properties page when configuring the storage node in a DAG environment. 
“Configuring backups to use a remote storage node in a DAG environment” 
on page 56 provides a workaround.
A regular storage node licence is required for DAG LAN-free backups. The 
NetWorker Administration Guide provides details.


Table 9  Backup options for Exchange Server 2010 and 2013  (page 2 of 2)


Backup configuration Details
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Achieving the maximum number of save sessions


To achieve the maximum number of save sessions for Exchange backups, you can 
configure backups using the following recommendations:


◆ Perform database level backups by specifying individual database level save sets 
instead of the writer level save set.


◆ Store mailbox database log files and databases on different volumes.


◆ When using a single backup device, determine the target session value by doubling 
the number of snapshots that are created for the backup.


◆ When using multiple backup devices, it is best to have an equal number of backup 
devices and snapshots for the backups.


Persistent and non-persistent snapshots


You can use persistent and non-persistent snapshots to back up your data, depending on 
the desired retention time and the available disk space. Persistent snapshots enable 
quick recovery because recovering from a snapshot that is already available on the disk is 
much faster than recovering from a backup. However, retaining persistent snapshots 
consumes disk space. Non-persistent snapshots allow the backups to be retained much 
longer, but recoveries are slower. “Task 2: Configure snapshot policies” on page 57 
provide details about persistent and non-persistent snapshots.


To configure:


◆ Persistent snapshots — “Configuring a LAN-based Exchange server with a SAN and a 
proxy client” on page 36 provides details about how to configure persistent 
snapshots for Exchange Server 2010 and 2013. You can retain snapshots only for full 
level backups. Only non-persistent snapshots supports incremental backups for 
Exchange Server. 


◆ Non-persistent snapshots — The steps to configure persistent snapshots and 
non-persistent snapshots are similar:


1. Follow the first two steps provided in “Configuring a LAN-based Exchange server 
with a SAN and a proxy client” on page 36.


2. In step 3, in the Properties > Backup Snapshots field, type All. All the snapshots 
that are created are rolled over to the tape or disk. Also, set the retain snapshot to 
zero.


NMM performs conventional recovery. The NetWorker Module for Microsoft Release 3.0 
Administration Guide provides details for conventional recovery. To recover the 
non-persistent snapshot backups, in the NMM UI, under Recover Options > NetWorker, 
select the Conventional Restore option. By default, the Conventional Restore option is 
selected.
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Shadow copy and log truncation


In NMM 3.0, the creation of shadow copy is separate from the notification to VSS writers 
that backup is complete. NMM registers the shadow copy as a snapshot and backs it up to 
media successfully before the notification is sent to the VSS writers. If the backup to 
media fails, then that failure is reported to the Exchange VSS writer and log truncation 
does not occur.


Viewing valid application data save sets


When configuring a client resource, you must type the save sets in the Save Set attribute 
of the client resource. 


To display a list of the application data save sets that are available for backup, open a 
command prompt on the Exchange server and type the required command as provided in 
Table 10 on page 50: 


Table 10  Commands for displaying valid application data save sets (page 1 of 2)


Application server Command


• Exchange Server 2007, 
2010, or 2013 
stand-alone node


• Exchange Server 2007 
LCR active node


• Exchange Server 2010 
and 2013 DAG server 
client node 
(non-federated)


At the command prompt, type:
nsrsnap_vss_save -?
Example output:
“APPLICATIONS:\Microsoft Exchange 2010”
“APPLICATIONS:\Microsoft Exchange 2010\Database 1”
“APPLICATIONS:\Microsoft Exchange 2010\Database 2”
“APPLICATIONS:\Microsoft Exchange 2010\ Database 3”
“APPLICATIONS:\Microsoft Exchange 2010\ Database 4”
68150:nsrsnap_vss_save:nsrnsap_vss_save: Exiting with 
success.


Note: This command only provides a list of databases on the 
Exchange server from which you run the command.


To include the state of the database (verbose output), type:
nsrsnap_vss_save –v -?
Example output:
“APPLICATIONS:\Microsoft Exchange 2010”
“APPLICATIONS:\Microsoft Exchange 2010\Database1 -- Passive”
“APPLICATIONS:\Microsoft Exchange 2010\Database2 -- Active”
68150:nsrsnap_vss_save:nsrnsap_vss_save: Exiting with 
success.


Exchange Server 2007 SCC At the command prompt, type the following as one line:
nsrsnap_vss_save –c physical_server_name –A 
NSR_VIRT_SERV=virtual_server_name -?
Example output:
“APPLICATIONS:\Microsoft Exchange 2007”
“APPLICATIONS:\Microsoft Exchange 2007\SG1”
“APPLICATIONS:\Microsoft Exchange 2007\SG2”
“APPLICATIONS:\Microsoft Exchange 2007\SG3”


Notice: If the application server is on a virtual host, run this 
command from the physical node that is currently hosting the 
application server.
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Remove the quotation marks when copying the save set name from the output.


Each line of output corresponds to a save set entry that you can add to the save set 
attribute of a client resource. Type each entry on a separate line. 


URL encoding for Exchange save sets
When specifying save set names in the save set attribute of the client resource, you must 
specify some special characters, such as the backward slash (\), by their URL-encoded 
values. 


Table 11 on page 51 lists the most commonly used special characters and their URL 
values.


Exchange Server 2007 CCR 
or SCR


At the command prompt, type the following on either the active or 
passive nodes as one line:
nsrsnap_vss_save –c physical_server_name –A 
NSR_VIRT_SERV=virtual_server_name -?
Example output:
“APPLICATIONS:\Microsoft Exchange 2007”
“APPLICATIONS:\Microsoft Exchange 2007\SG1”
“APPLICATIONS:\Microsoft Exchange 2007\SG2”
“APPLICATIONS:\Microsoft Exchange 2007\SG3”


Federated Exchange 2010 
or 2013 DAG node


At the command prompt, type the following on any node in the 
DAG:
nsrsnap_vss_save -A NSR_EXCH_DAG=dag_name -?
Example output:
“APPLICATIONS:\Microsoft Exchange 2010”
“APPLICATIONS:\Microsoft Exchange 2010\DB1”
“APPLICATIONS:\Microsoft Exchange 2010\DB2”
“APPLICATIONS:\Microsoft Exchange 2010\DB3”
“APPLICATIONS:\Microsoft Exchange 2010\DB4”
“APPLICATIONS:\Microsoft Exchange 2010\DB5”


Note: The output contains all databases in the DAG. The -v option 
does not apply.


Table 10  Commands for displaying valid application data save sets (page 2 of 2)


Application server Command


Table 11  Special characters and their URL-encoded values (page 1 of 2)


Special 
character URL-encoded value


Special 
character URL-encoded value


\ %5C ? %3F


/ %2F ] %5D


" %22 [ %5B


% %25 } %7D


# %23 { %7B
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When configuring a client resource, you must type the save sets in the save set attribute of 
the client resource. This section describes how to find the exact name of a particular 
database, or Exchange Server instance and database combination that needs to be 
backed up during a scheduled backup.


To display a list of the application data save sets that are available for backup:


1. Open a command prompt on the application server.


2. Type the required command:


• If this is an Exchange Server 2010 or 2013 stand-alone server and Exchange Server 
2010 or 2013 DAG server client node, type:


nsrsnap_vss_save -? 


Example output: 


C:\Users\administrator.NMMEXCH2010>nsrsnap_vss_save -?  
“APPLICATIONS:\Microsoft Exchange 2010” 
“APPLICATIONS:\Microsoft Exchange 2010\Mailbox Database 
0410662886”  
“APPLICATIONS:\Microsoft Exchange 2010\Mailbox Database 
1249691110” 
68150:nsrsnap_vss_save:nsrsnap_vss_save: Exiting with success. 


• For an Exchange Server 2010 or 2013 DAG server client node, and you want to 
include the state of the database, type:


nsrsnap_vss_save -v -?


Example output:


C:\Users\administrator.NMMEXCH2010>nsrsnap_vss_save -v -?
"APPLICATIONS:\Microsoft Exchange 2010"
"APPLICATIONS:\Microsoft Exchange 2010\Mailbox Database
0410662886 -- Passive"
"APPLICATIONS:\Microsoft Exchange 2010\Mailbox Database
1249691110 -- Active"
68150:nsrsnap_vss_save:nsrsnap_vss_save: Exiting with success. 


Remove the quotation marks when copying the save set name from the output. 
Also, do not include --Passive or -- Active when copying the output. These denote 
the database state and are not part of the save set. 


3. Press Enter. 


Each line of output corresponds to a save set entry that you can add to the Save Set 
attribute of a client resource. Type each entry on a separate line.


& %26 ^ %5E


< %3C ‘ %60


> %3E | %7C


Table 11  Special characters and their URL-encoded values (page 2 of 2)


Special 
character URL-encoded value


Special 
character URL-encoded value
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Viewing required volumes to back up for Exchange recovery


To view the volumes that you must back up in order to perform Exchange Server recovery, 
perform either of the following steps:


◆ Right-click on the Exchange Writer level save set for which you want to view the 
required volumes, and select Required volumes.


The Required NetWorker Volumes page with details about the volume appears.


◆ Select any of the backed up storage groups and select Required volumes.


The Required NetWorker Volumes page with details about the volume appears.


Circumstances that promote incremental backups to full backups


The following rules apply for incremental backups:


◆ When NMM cannot find a full backup for the database within the specified save set, 
NMM promotes an incremental backup to a full backup.


◆ If you create a new Mailbox database for an existing save set after a full or incremental 
backup, then NMM promotes the next backup to a full backup.


◆ If NMM detects log gaps after the last backup, NMM promotes an incremental backup 
to a full backup. For example, there are gaps between highest log number retrieved 
from index and the lowest log number retrieved from the disk.


◆ If you change the database logs or the logs path after the last full backup, then NMM 
promotes the next incremental backup to a full backup. For NMM 2.4 SP1 and earlier, 
Microsoft best practices recommend that you store transaction log files and database 
files on separate volumes.


◆ If NMM detects any circular logging enabled databases on the system, then NMM 
promotes backups depending upon the setting specified in the circular logging 
parameter. 


Using NMM with Client Direct to AFTD or Data Domain Boost storage devices


You can store Exchange Server backups on the NetWorker server, on an AFTD device, or on 
an EMC Data Domain® system. By default, NMM stores backups on the NetWorker server. 
The Client Direct support provided by the NetWorker 8.1 client is included in the NMM 
software.


The NetWorker client software enables clients with network access to AFTD or Data Domain 
Boost storage devices to send their backup data directly to the devices, bypassing the 
NetWorker storage node. The storage node manages the devices for the NetWorker clients, 
but does not handle the backup data. The Client Direct feature reduces bandwidth usage 
and bottlenecks at the storage node, and provides highly efficient backup data 
transmission.


Destination devices must specify their complete paths in their Device Access Information 
attribute. If the Client Direct backup is not available, a traditional storage node backup is 
performed instead. The Client Direct feature is enabled by default, but can be disabled on 
each client by the Client Direct attribute.
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The NetWorker Administration Guide provides details about the Client Direct to AFTD or 
Data Domain Boost storage devices.


Planning DAG and non-DAG backups


DAG and non-DAG environments require certain settings and considerations, as described 
in the following sections:


◆ “Backups in non-DAG and DAG environments” on page 55


◆ “Preferred Server Order List” on page 78
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Backups in non-DAG and DAG environments
Table 12 on page 55 lists the considerations for backup in a DAG and non-DAG 
environment.


Table 12  Considerations required for backup in a non-DAG and DAG environment


Type of environment Considerations


• The Client Configuration Wizard creates a client resource for one node of the DAG. For this client 
resource, you must type the name of the node from which backups will be performed. The Client 
Configuration Wizard then creates client resources for all the other nodes of the DAG, and the DAG 
name. However, these client resources are dummy client resources. If you want to perform a 
backup from a different node in the DAG other than the one that was previously used, use the 
client Configuration Wizard to configure a client resource for this backup node. Do not modify the 
dummy client resource created by the Client Configuration Wizard for this node in the previous 
instance. 
For example: 
An Exchange Server 2010 DAG consists of four Exchange Server 2010 servers: exch2010a, 
exch2010b, exch2010c, exch2010d, and a Mailbox database myMailBoxABD. The MailBox 
database myMailBoxABD is active on exch2010a but passive on exch2010b and exch2010d. The 
Mailbox database myMailBoxABD is not present on exch2010c. In a DAG environment, because 
the Client Configuration Wizard can configure a client resource for only one node of the DAG, you 
must select Exchange Server from which to back up myMailBoxABD. 
If you want to back up myMailBoxABD from only one of the passive sever exch2010b and not from 
exch2010d or exch2010a, you must use the Client Configuration Wizard to create a client resource 
for exch2010b and dummy client resources for exch2010d or exch2010a. If you now decide to 
back up myMailBoxABD from exch2010d, restart the Client Configuration Wizard to create a client 
resource for exch2010d. Do not modify the dummy client resource that was created when 
myMailBoxABD was backed up from exch2010b. 


• When creating client resources manually, create a client resource for the node from which 
backups will be performed, and create dummy client resources for the other participating nodes 
in the DAG and the DAG name. Create dummy client resources by using the save set ALL, but do 
not assign them to a group, because without the dummy clients the backup may fail.
For the DAG members, provide the following attributes:
For NetWorker Server 8.1 and newer:


NSR_EXCH_DAG=<DAG FQDN>
NSR_EXCH_BACKUP = all/active/passive


For backups of Exchange Server 2010 and 2013 databases using older versions of NetWorker 
Server:


NSR_EXCH2010_DAG=<DAG FQDN>
A DAG resource is required for DAG backups because the data being backed up is indexed on the 
DAG name.
The DAG member databases that will be backed up must be in a healthy and mounted state 
before running the backup.


Federated backups in DAG environments
A federated backup allows you to back up all DAG members with a single save set without 
running a separate backup of each node. Running a DAG federated backup is similar to a 
standard backup, except for a few key differences:


◆ Before you perform a DAG federated backup, you must configure the client resource.


◆ When you select which client to back up, you select the cluster client resource, not 
individual servers in the DAG, for backup.


For stand-alone Exchange 
Server 2010 or 2013


Use the save set APPLICATIONS:\Microsoft Exchange 2010 or APPLICATIONS:\Microsoft Exchange 
2013.


For DAG Exchange Server 
2010 and 2013


Install NMM on only those DAG members that are part of the backup. It is not necessary to install the 
NMM client on all DAG members to create the client resource.


Do not modify dummy client resources that are created:
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To configure a client resource for a DAG federated backup, you must do the following:


◆ Select the client resource for the DAG name and not individual servers in the DAG.


◆ Specify the parameters for the client resource. “Configuring Exchange backups”  on 
page 57 provides more information.


◆ When you configure the backup, you can specify a preferred server order list (PSOL), 
which tells NMM the order to poll each server in the DAG to back up. “Preferred Server 
Order List”  on page 78 provides more information.


“DAG federated backups (Exchange Server 2010 and 2013 only)”  on page 78 provides 
more information about federated backups.


Configuring backups to use a remote storage node in a DAG environment
To configure backups to use a remote storage node in a DAG environment:


1. On each mailbox server that will be backed up, install a NetWorker storage node 
followed by the NMM client software.


2. In the DAG client resource properties, define the storage node as nsrserverhost. 


3. In each of the client node resource properties, provide the storage node name as their 
respective host names. 


4. Create a backup pool and select the proper backup groups and devices under the pool 
properties. 


5. Configure a device for each node separately in NetWorker server and label this device 
with the newly created pool. 


6. Create one local device on the NetWorker server and label this device with the newly 
created pool. 


Note: NMM does not support DSNs. Do not select the DSN device property.


7. Run the backups for DAG nodes and verify that NMM saves the backup to the remote 
storage node. 


The NMM backs up the data as follows:


◆ The data will go to the respective storage nodes. 
◆ The dummy save sets for the mailbox servers will go to their respective storage nodes.
◆ The VSS save sets will go to the storage node specified in the DAG client resource. 
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Configuring Exchange backups
To perform an Exchange Server backup, complete the tasks outlined in Table 13 on 
page 57. The NetWorker Module for Microsoft Release 3.0 Administration Guide provides 
additional details about configuring backups with NMM.


Table 13  Tasks for configuring an Exchange Server backup  


Backup task Consideration


• Full backups include all of the data specified in an NMM client resource save set. 
• Incremental backups include only the data that has changed since the last 


backup. Only non-persistent snapshots (Retain=0) support incremental backups.


• Client Configuration Wizard — To configure client resources for the entire setup at 
one time. 


• NetWorker Management Console — To configure client resource for each resource 
on the setup individually.


Task 2: Configure snapshot policies
The NetWorker Module for Microsoft Release 3.0 Administration Guide provides the 
information you need to create snapshot policies. In addition, review the following 
Exchange-specific information on snapshot policies:


Task 1: Configure a backup pool You must create a backup snapshot pool to store the save sets that contain snapshot 
metadata. Snapshots create metadata that is used in the management of snapshot 
operations such as an instant recovery operation. 


“Task 2: Configure snapshot policies” on 
page 57


“Persistent and non-persistent snapshots” on page 49 and the NetWorker Module for 
Microsoft Release 3.0 Administration Guide provide details. This task is not required 
for RolloverOnly backups.


Task 3: Configure a backup schedule Backup schedules determine the days on which NMM performs full or incremental 
backups:


“Backups types and levels” on page 29 and the NetWorker Module for Microsoft 
Release 3.0 Administration Guide provides details.


Task 4: Configure a backup group resource Backup groups enable you to balance backup loads to reduce the impact on the 
storage and network resources. If you have configured a pool for this group, return to 
the pool data source properties and attach it to this group. You must clear the Force 
Incremental checkbox in the Backup Group properties.
You must create a group resource so that you can add the client resource to the 
required group. You must select the Snapshot checkbox when configuring the group 
resource. You can also select the snapshot policy manually. 
For backups in an Exchange CCR or DAG environment, add the virtual and physical 
clients to different NetWorker group resources.
The NetWorker Module for Microsoft Release 3.0 Administration Guide provides 
details about configuring a group resource.


“Task 5: Configure Exchange client 
resource” on page 59


To configure an Exchange client resource, you can use either of the following 
methods:


“Configuring a LAN-based Exchange server with a SAN and a proxy client” on page 36 
provides details for configuring proxy client resources. The NetWorker Module for 
Microsoft Release 3.0 Administration Guide provides details about configuring a 
client resource.


Task 6: Configure NetWorker administrator 
privileges


You must grant NetWorker administrator privileges for the NMM client to perform 
media database operations during snapshot deletion. 
The NetWorker Module for Microsoft Release 3.0 Administration Guide provides 
details about granting NetWorker administrator privileges.
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◆ You can retain snapshots only for full level backups, not for incremental level backups. 
Use the NSR_EXCH_RETAIN_SNAPSHOTS=yes attribute to configure persistent 
snapshots for full backups. Add this attribute in the Client Properties > Apps & 
Modules tab > Application Information field when configuring the client resource. In 
the snapshot policy, the Backup Snapshot field should list FULL. Clear the Force 
Incremental checkbox in the Backup Group properties.


The Client Configuration Wizard does not insert the 
NSR_EXCH_RETAIN_SNAPSHOTS=yes parameter into the Application Information field. 
You must enter this manually after completing the wizard.


Although the following warning message appears in the NMM.raw log, ignore this 
message and continue with the client resource configuration steps:


The specified snapshot policy allows snapshots to be stored locally 
on the client for a period of time before expiration. Locally stored 
snapshots present a risk of data loss if there is a failure of the 
local media containing the snapshot, or if a snapshot rollover fails 
and the corresponding locally retained snapshot expires before a 
manual rollover can be performed. Group: "%s" Snapshot Policy: "%s" 
Snapshots Per Day: "%s" Retain: "%s" Backup Snapshots: "%s" Level: 
"%s". 


◆ When creating the snapshot policy in the Client Properties window in the NetWorker 
Management Console:


a. Set the number of snapshots that you want to retain on the NMM client in the 
Retain Snapshots field. 


For incremental backups, set the Retain Snapshots value as 0. Otherwise, an error 
occurs and the following error message appears in NMM.raw:


NMM .. Error: Local retention of snapshots is not allowed when 
snapshot level is not set to "full". Group: "%s" Snapshot Policy: 
"%s" Snapshots Per Day: "%s" Retain: "%s" Backup Snapshots: "%s" 
Level: "%s". 
NMM.. Unable to continue backup. "APPLICATIONS:\Microsoft 
Exchange 2007" snapshot policy requirements are not met. 


b. Type First, Last, All, every n, or n in the Backup Snapshots field for the snapshots 
that you want to rollover to the NetWorker server on a daily basis. Backup 
Snapshots should always be All if you plan to only retain snapshots for full level 
backups.


None and 0 are invalid entries for this field.


This configuration results in the most recent “x” backups being stored locally on the 
NMM client, where “x” is the number added in the snapshot policy's Retain Snapshots 
field. If the snapshot policy designates a backup to be rolled over to the server, it will 
also be retained locally until there are “x” newer snapshots present.


◆ When using snapshot policy 4, 2, or All, perform only one Exchange Server 2010 client 
backup at a time with a particular backup group. Multiple Exchange 2010 client 
backups using same backup group must not be performed. 


◆ Use the RolloverOnly backup policy for federated backups. Persistent snapshots are 
not supported for federated backup.
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The snapshots are stored locally on the NMM client and not on the NetWorker server. 
Snapshots that are stored locally only present a risk of data loss in the following situation:


1. There is a failure of the local media that contains the most recent snapshot, which has 
not been backed up to a NetWorker server. 


2. A need then arises to recover an Exchange database or storage group after the 
snapshot storage media fails, but before another snapshot is created.


3. Because the most recent snapshot is unavailable, it is necessary to restore from an 
older snapshot, and data newer than that snapshot is lost.


Task 5: Configure Exchange client resource
A client resource specifies what to include in a snapshot of an NMM client. NMM 
associates client resources with other backup resources, such as groups and snapshot 
policies. NMM treats public folders as stand-alone databases. 


Table 14 on page 59 and Table 15 on page 60 list the different procedures for backing up 
Exchange 2010 and 2013 and Exchange Server 2007 databases.


Table 14  Procedures for backing up Exchange Server 2010 and 2013 DAGs


Exchange client resource Examples


Note: While you can perform 
backups on active database 
copies or passive database 
copies, you can only perform 
recoveries to the Exchange 
server that is hosting the 
active database copy.


Exchange DAG When backing up active or passive database copies in the Exchange DAG environment, use the 
federated backup solution in order to best handle failover scenarios. Using the federated solution 
will allow backups of passive database copies to continue even when the passive database copies 
move among Exchange servers. Refer to “DAG federated backups (Exchange Server 2010 and 2013 
only)” on page 78, or use the client configuration wizard to configure the client resources necessary 
for a federated backup. 
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Table 15  Procedures for backing up Exchange 2007 databases


Exchange client 
resource Details Examples


• Client for Physical Node 1 
• Client for Physical Node 2
• Client for Virtual Node


Note: While you can 
perform backups from 
both the active node 
and the passive node, 
you can only perform 
recoveries to the 
active node.


• Scenario 1: Perform backup from passive node — To perform backup from a 
passive node, you must configure three client resources: 
— Client for physical node 1 (NSR_INDEX_CLIENT and NSR_VIRT_SERV 
attributes are required)
— Client for physical node 2 (NSR_INDEX_CLIENT and NSR_VIRT_SERV 
attributes are required)
— Client for virtual node (NSR_INDEX_CLIENT and NSR_VIRT_SERV attributes 
are not required)
Public folders are not included in backups from the passive node.


• Scenario 2: Perform backup from active node — To perform backups for an 
active node, you must perform the backup from the virtual node client 
resource. Configure: 
— Client for Physical Node 1 (NSR_INDEX_CLIENT and NSR_VIRT_SERV 
attributes are not required)
— Client for Physical Node 2 (NSR_INDEX_CLIENT and NSR_VIRT_SERV 
attributes are not required)
— Client for Virtual Node (NSR_INDEX_CLIENT and NSR_VIRT_SERV attributes 
are not required)


To create a client resource, you can use either of the following methods from the 
NetWorker Management Console:


◆ “Create a client resource using the Client Configuration Wizard” on page 60


◆ “Create a client resource using the NetWorker Management Console” on page 68


Create a client resource using the Client Configuration Wizard 


To use the Client Configuration Wizard option from the NetWorker Management Console, 
you must install: 


◆ NetWorker Server 8.1 or later


◆ NetWorker Management Console (NMC) Server 8.1 or later


◆ NetWorker client 8.1 or later


Exchange 2007 
stand-alone, LCR, or 
SCC


An Exchange client 
resource can be 
specified to perform a 
full backup or a storage 
group backup.


For Exchange virtual server cluster and SCC backups, client resources are created 
for the virtual client and all the cluster nodes, which are part of the cluster. But 
the backups are always done by using the virtual client resource.
For example, to perform backup from an active node with two physical nodes 
and one virtual node, you must configure three client resources: 


Exchange 2007 CCR The steps vary 
depending on whether 
the node is the active 
node or passive node, 
and whether a data 
mover is used in 
Exchange 2007. 


For all Exchange cluster 
backups, ensure that 
client resources are 
created for the virtual 
client and all the 
cluster nodes, which 
are part of the cluster. 
Both active and 
passive node backups 
use separate group 
resources in the 
NetWorker server for 
backup.


When backing up Exchange from the active or passive node in the Exchange 
2007 CCR environment, you must create two client nodes and one virtual client 
to take care of failover scenarios. 
Review the following configuration examples of failover scenarios:


In both these scenarios, configuring all three client resources takes care of 
failover scenario, because NetWorker needs all the client resources the backup 
is being performed on.
Public folders are included in backups from the active node.
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The Client Configuration Wizard for Exchange:


◆ Simplifies the configuration of client resources for scheduled backup of Exchange 
Server stand-alone, clustered, and federated servers. This wizard guides you through 
the creation of a client resource. 


◆ Enables you to configure an active node backup by providing the Exchange CCR or DAG 
name. You can configure a passive node backup by providing the passive node name. 


◆ Creates the additional dummy client resources that are required for successful 
backups. In the case of a federated backup, NMM creates the client resource on the 
DAG name, and creates dummy client resources for all of the participating nodes.


Do not use the Client Configuration Wizard to configure client resources for Exchange 
Server LCR or SCC configurations. Follow the procedure in “Create a client resource 
using the NetWorker Management Console” on page 68 to manually create client 
resources for Exchange Server LCR or SCC configurations. 


To configure a client resource by using the Client Configuration Wizard for an Exchange 
Server stand-alone, CCR, or DAG setup:


1. In the Administration window of the NetWorker Management Console, do either of the 
following:


• Click Configuration > Configuration > New Client Wizard.


• Right-click the client and select New Client Wizard.


The Specify the Client Name and Type page appears.


2. On the Specify the Client Name and Type page:


a. In the Client name field, type the name of the client where NMM is installed:


– For stand-alone configurations, type the name of the client where NMM is 
installed. Using the IP address for the client name causes errors.


– For CCR configurations, type the virtual server name for an active node backup, 
and the physical host name for a passive node backup.


– For federated DAG configurations, type the DAG name.


– For non-federated DAG configurations, type the DAG node name.


If you created the client using the short name, provide the short name in the Client 
name field. If you created the client using the FQDN, provide the FQDN in the Client 
name field. 


Note: For non-federated backups, when you select Active or Passive, the backup 
will fail if there are no databases of that type.


b. Select the Traditional NetWorker Client option.


c. Click Next.


On Specify the Backup Configuration Type page, the wizard automatically detects the 
installed applications on the client that you specified on the Specify the Client Name 
and Type page and displays the available backup types. Because Exchange Server is 
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installed, the backup option Microsoft Exchange Server appears. The wizard also 
automatically detects the Client Operating System field and the NetWorker Version 
field.


3. On the Specify the Backup Configuration Type page:


a. From the table, select the Microsoft Exchange Server option.


b. Click Next.


The Specify the Client Backup Options page appears. This page displays the Exchange 
Server version and the list of all the available components.


4. On the Specify the Client Backup Options page: 


a. If you will use Client Direct, then select the Client Direct checkbox.


Leave the Target Pool field blank.


b. Select one of the following deduplication options:


– None — If you have not set up data deduplication.


– Data Domain backup — If you are using a Data Domain device for data 
deduplication. 


– Avamar deduplication backup — If you are using an Avamar device for data 
deduplication. After selecting this option, select the Avamar node from the 
available list.


c. Click Next.


The Select the Exchange Server Objects page appears.


Figure 11 on page 62 provides a sample Select the Exchange Server Objects page for 
an Exchange Server 2007 setup.


Figure 11  Select the Exchange 2007 Server Objects page


For Exchange Server 2007 setups, the page displays:


• The Exchange Server version in the Exchange Server Version field.


• The Cluster Virtual Server Name field with:


– The virtual cluster name if the setup is an Exchange Server 2007 cluster setup. 


– Not Clustered if the setup is an Exchange Server 2007stand-alone setup.


• The list of available storage group or databases for which backup can be taken in 
the form of save sets.
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For Exchange Server 2010 and 2013 setups, the page displays:


• The Exchange Server version in the Exchange Server Version field.


• The DAG Server Name field with:


– The DAG Server Name if the setup is an Exchange Server 2010 or 2013DAG 
setup. 


– Not Clustered if the setup is an Exchange Server 2010 or 2013 stand-alone 
setup.


• The list of available storage groups or databases for which backup can be taken in 
the form of save sets.


5. On the Select the Exchange Server Objects page:


a. Select the storage groups or databases to back up. By default, all of the storage 
groups or databases are selected for the entire server to be backed up. Clear the 
items that need to be excluded from backup and click OK.


b. Click Next.


For clustered Exchange Server setups, the wizard identifies the participating nodes in 
the cluster and automatically creates client resources for the virtual server and the 
active and passive nodes. 


For non-federated setups, the Specify the Exchange Backup Options page appears. For 
federated DAG setups, the Specify Federated Exchange Backup Options page appears.


6. On the Specify the Exchange Backup Options (non-federated setups) or Specify 
Federated Exchange Backup Options (federated setups) page:


a. In the Mount location for Consistency Checks field, type the path to which you want 
to mount the Exchange snapshots during the backup process. Mounting the 
Exchange snapshots allows the eseutil.exe database consistency check utility to 
run. Specify a pathname that does not contain Exchange objects. NMM creates the 
mount location when the path name specified does not exist on the client.


b. For federated and non-federated DAG setups, in the Data Backup Options section, 
select one of the following:


– Perform Preferred Passive Backup to back up passive or replica copies of the 
databases. If no replica copy exists for the database, the active copy will be 
backed up.


– Perform Passive Only Backup to back up only passive copies or replicas of 
databases.


– Perform Active Backup to back up only active copies of databases.


These options are not displayed for the stand-alone setup. 
 
For non-federated backups, when you select Perform Active Backup or Perform Preferred 
Passive Backup, the backup will fail when databases of the selected type do not exist.
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c. If an EMC hardware provider is installed on the host, then:


– Select the Use a data mover for this setup option.
– Type the name of the data mover in the Name field.
– Type the port number of the data mover in the Port field. The default port 


number displayed is 6728.
d. For federated DAG backups:


– Select Preferred Server Order List to specify the order in which to back up 
servers. Select a server from the Selected Servers list and then click the right 
arrow to move it to the Available Servers list. To adjust the order of servers, 
select a server in the Available Servers list and then click the up and down 
arrows.


– Select Include Standalone and Public Folder databases to back up stand-alone 
and public folders. This option is selected by default.


e. To perform a consistency check:


– Select the Perform a consistency check during backup option.


– Select the Sequential option to run the eseutil.exe command sequentially 
(single threaded). By default, it is set to true.


– Select the Throttle option and then choose the Throttle IOS and Throttle 
Duration options from the menus to throttle the eseutil.exe command. 


The JET Errors option is selected by default. This option is required to check for 
errors in the event log before taking a snapshot.


“Exchange application information variables for threading and throttling” on 
page 36 provides more information about the consistency check options and 
where to define them in the client resource.


f. Click Next.


The Specify circular logging options page appears.


7. On the Specify circular logging options page, select one of the following circular 
logging options:


• Promote to back up all databases and promote incremental backups to full 
backups.


• Circular to back up only circular logging-enabled databases and promote 
incremental backups to full backups.


• Skip to skip circular logging-enabled databases and allow incremental backups.


The Select the Client Properties page appears.


8. On the Select the Client Properties page:


a. Select the browse policy, retention policy, and backup schedule for the backup. 
The backup schedule for snapshots is related to the snapshot retention policy. If 
you retain snapshots, you must select the “Full Every Day” schedule. You must also 
select “Full Every Day” for non-federated backups for which you do not retain 
snapshots. The NetWorker Administration Guide provides more information.


b. (Optional) Type a comment for the client in the Client Comment field.
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c. The Remote Access field is automatically filled with data. Do not type data 
manually.


d. Click Next.


For Exchange Server 2007, the Specify the NetWorker Savegroup and Schedule page 
appears. For Exchange Server 2010 and 2013, the Choose the NetWorker Backup 
Group page appears.


9. For Exchange Server 2007, in the Specify the NetWorker Savegroup and Schedule 
page, you can either select an existing savegroup or create one:


• Select the Add to an existing savegroup option to select an existing savegroup, 
Select a savegroup from the provided list. Only savegroups with valid snapshot 
policies are available for selection.


• Select the Create a new savegroup option to create a new savegroup. 


Under Create a new savegroup: 


a. Type a group name for the new savegroup.


b. Select “0” from the Client Retries menu. 


c. Select a snapshot pool from the Snapshot pool menu.


Under Scheduled Options:


a. Choose the Scheduled Backup Time.


b. Select the Automatically start the backup at the scheduled time option to 
automatically start the scheduled backup at the designated time.


c. Click Next.


Under Advanced Options:


a. Select a snapshot pool from the Snapshot Pool drop-down list.


b. In the Interval field, set the interval time. The interval is the number of hours 
between snapshot times. For example, an interval of 24:00 translates to once a 
day. The interval works in conjunction with the start time and snapshot policy 
and might need to be adjusted accordingly. A snapshot policy with multiple 
snapshots will needs a smaller interval. For example, an internal of 04:00 
would run six times per day, adding up to 24 hours.


c. In the Restart Window field, set the restart window to “0:01.”


The Choose the NetWorker Backup Group page appears.


10. For Exchange Server 2010 and 2013, in the Choose the NetWorker Backup Group 
page, select either of the following options and click Next:


• Select the Add to an existing group option to select an existing group, Select a 
group from the provided list. Only groups with valid snapshot policies are available 
for selection.


• Select the Create a new group option to create a new group. 


Under Create a new group: 


a. Type a group name for the new group.
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b. Select “0” from the Client Retries menu. 


c. Select a snapshot pool from the Snapshot pool menu.


Under Scheduled Options:


a. Choose the Scheduled Backup Time.


b. Select the Automatically start the backup at the scheduled time option to 
automatically start the scheduled backup at the designated time.


Under Advanced Options:


a. Select a snapshot pool from the Snapshot Pool drop-down list.


b. In the Interval field, set the interval time. The interval is the number of hours 
between snapshot times. For example, an interval of 24:00 translates to once a 
day. The interval works in conjunction with the start time and snapshot policy 
and might need to be adjusted accordingly. A snapshot policy with multiple 
snapshots will needs a smaller interval. For example, an internal of 04:00 
would run six times per day, adding up to 24 hours.


c. In the Restart Window field, set the restart window to “0:01.”


If you choose to create a new group, the Specify the NetWorker Snapshot Policy 
page appears.


If the setup includes a storage node, the Specify the Storage Node Options page 
appears. Changing the storage node option changes the configuration for this 
setup. 


The NetWorker Module for Microsoft Release 3.0 Administration Guide provides 
details on configuring a backup resource.


11. If the Specify the NetWorker Snapshot Policy page appears, select one of the following 
options and click Next:


• To use an ex is it i ng policy, select Select an existing snapshot policy and mark the 
snapshot policy you will use for this group. For federated backups, do not select 
Serverless Backup. For non-federated backups with a “0” retention policy, 


• To create a new snapshot policy, select Create a new snapshot policy and do the 
following:


a. In the Name field, type a name for the snapshot policy. 


b. In the Number of Snapshots field, select the number of snapshots to take.


c. In the Retain Snapshots field, select the number of to retain. 


For federated backups, select a number greater than “0.” 


For non-federated backups for which you will not retain snapshots, you must 
set the schedule to “All Full.” You can do this by choosing a backup schedule of 
“Full Every Day” on the Select client properties page in step 8 .


If you select a retention policy of “0,” you must type the following in the 
Application Information attributes for the client resource: 
NSR_EXCH_RETAIN_SNAPSHOTS=yes.
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d. Choose an expiration policy from the Snapshot Expiration Policy drop-down 
list.


e. Under Backup Snapshot Options, choose a backup snapshot option. 


When configuring a snapshot policy for federated backups, The NetWorker Module for 
Microsoft Release 3.0 Administration Guide provides details on configuring snapshot 
policies.


12. If the Specify the Storage Node Options page appears:


• Under Backup Storage Nodes, select either of the following options and click Next:


– Backup to the NetWorker server only — When the setup does not include a 
NetWorker storage node.


– Backup to the following storage nodes — To select the NetWorker storage node 
name and other details.


• Under Recovery Storage Nodes, select either of the following options and click 
Next:


– Recover to the NetWorker server only — When a NetWorker storage node is not 
being used.


– Recover to the following storage nodes — To select the NetWorker storage node 
name and other details.


The Backup Configuration Summary page appears.


13. Check the details in the Backup Configuration Summary page, and do one of the 
following:


• Click Back to revisit the previous pages.


• Click Create to configure the client resources. 


Figure 12 on page 67 provides a sample Backup Configuration Summary page for an 
Exchange Server 2010 stand-alone setup.


Figure 12  Backup Configuration Summary page for Exchange Server 2010 stand-alone setup
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Figure 13 on page 68 provides a sample Backup Configuration Summary page for an 
Exchange Server 2010 DAG setup.


Figure 13  Backup Configuration Summary page for Exchange Server 2010 DAG setup


The Client Configuration Results page appears with details about the client resources 
that have been created for an Exchange stand-alone setup, or several client resources 
that have been created for an Exchange clustered setup. 


14. Click Finish.


15. To verify the details for the client, select the client and view the Client Properties page 
in the NetWorker Management Console.


16. To retain snapshots, manually type the NSR_EXCH_RETAIN_SNAPSHOTS=yes attribute 
in the Application Information field in the Apps & Modules tab.


To make changes to the configuration that you created earlier, click Configuration > Client 
Backup Configuration > Modify. 


Create a client resource using the NetWorker Management Console


Review the considerations listed in Table 12 on page 55 for backup in a DAG and non-DAG 
environment.


To create a client resource for Exchange backups:


1. In the Administration window of the NetWorker Management Console, click 
Configuration.


2. In the expanded left pane, select Clients.


3. From the File menu, select New.
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4. On the General tab, complete the following attributes:


a. In the Name attribute, type the Exchange Server name. Table 16 on page 69 
describes how to determine which name to specify for the client resource.


Table 16  Exchange Server name attribute


Type of backup Requirement


• The FQDN of the NetWorker client computer.
• The hostname of the NetWorker client computer.


• For the Exchange virtual server, type the Exchange virtual 
server hostname.


• For each physical machine of the CCR environment, type the 
physical machine hostname.


• For a federated or non-federated backup, type the Exchange 
DAG name.


• For each physical machine of the DAG environment, type 
the physical machine hostname.


• The FQDN of the NetWorker client computer.
• The hostname of the NetWorker client computer.


• For the Exchange virtual server, type the Exchange virtual 
server hostname.


• For the passive node of the CCR or DAG environment, type 
the passive node hostname.


b. In the Comment attribute, type a description. If you are creating multiple client 
resources for the same NetWorker client host, use this attribute to differentiate the 
purpose of each resource.


c. For the Browse Policy attribute, select a browse policy from the list. The browse 
policy determines how long NetWorker makes the rolled-over data available for 
browsing.


Ensure that the browse policy is long enough for the expected recovery needs.


d. For the Retention Policy attribute, select a retention policy from the list. 


The NetWorker Module for Microsoft Release 3.0 Administration Guide provides 
details about the retention policy for Exchange.


e. Verify that the Scheduled Backups attribute is selected.


f. In the Save Set attribute, specify the components to be backed up. Place multiple 
entries on separate lines. 


For Exchange stand-alone, LCR, 
or SCC backups


Type one of the following:


For an Exchange CCR active node 
or passive node


For the virtual server and all the physical machines in the CCR 
environment, type the hostname.
For active nodes, type the Exchange virtual server hostname.
For passive nodes, type both of the following:


For an Exchange 2010 or 2013 
DAG


For an Exchange CCR active node 
with a Data Mover


Type one of the following values:


For an Exchange CCR passive 
node with a Data Mover
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Table 17 on page 70 provides the list of Exchange 2007 save sets for application 
data.


Table 17  Exchange Server 2007 save set names


Type of backup data Save set syntax


Note: When backing up an Exchange Server 2007 in a CCR 
environment on a passive CCR node, you must use the 
NSR_INDEX_CLIENT and NSR_VIRT_SERV attributes. 


Table 18 on page 70 provides the list of Exchange Server 2010 save sets for 
application data.


Table 18  Exchange 2010 save set names


Type of backup data Save set syntax


Table 19 on page 70 provides the list of Exchange Server 2010 and 2013 save sets for 
application data.


Table 19  Exchange 2013 save set names


Type of backup data Save set syntax


g. For the Group attribute, select the backup group to which this client resource will 
be added. The backup group must be a snapshot group. 


All Exchange Server 2007 data APPLICATIONS:\Microsoft Exchange 2007


A specific Exchange Server 
2007 storage group


APPLICATIONS:\Microsoft Exchange 
2007\<Storage group name>


All Exchange Server 2007 data 
in a CCR environment on the 
active or passive node


APPLICATIONS:\Microsoft Exchange 2007


A specific Exchange Server 
2007 storage group in a CCR 
environment on the active or 
passive node


APPLICATIONS:\Microsoft Exchange 
2007\<Storage group name>


All Exchange Server 2007 data 
on a virtual server, on the 
active CCR node.


APPLICATIONS:\Microsoft Exchange 2007


All Exchange Server 2007 data 
in a LCR environment.


APPLICATIONS:\Microsoft Exchange 2007


A specific Exchange Server 
2007 storage group in a LCR 
environment.


APPLICATIONS:\Microsoft Exchange 
2007\<Storage group name>


Writer level APPLICATIONS:\Microsoft Exchange 2010


Database name level APPLICATIONS:\Microsoft Exchange 2010\ 
<Database name>


Writer level APPLICATIONS:\Microsoft Exchange 2013


Database name level APPLICATIONS:\Microsoft Exchange 2013\ 
<Database name>
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If you specify client resources for the same NMM client host to different backup 
groups, then ensure that you specify a Start Time attribute value that does not 
cause the backups for the host client resources to overlap. 


h. For the Schedule attribute, select a backup schedule.


Verify that the schedule obeys the conditions of the snapshot policies as 
described in “Configuring Exchange backups” on page 57.


5. Click the Apps & Modules tab.


a. In the Access area, leave the Remote user and Password fields empty.


b. In the Backup command attribute, type the backup command:


nsrsnap_vss_save.exe 


c. In the Application Information attribute, type the required variables and values. If 
you specify more than one Exchange attribute at a time, then type each entry and 
its value on a separate line. 


Table 20 on page 71 lists the Application Information attributes for various backup 
types.


Table 20  Application variables for Exchange Server  (page 1 of 2)


Type of backup Application variable to be used


For Exchange stand-alone, 
LCR, or SCC backups


NSR_SNAP_TYPE=vss
NSR_ALT_PATH=<mount_path_on_local_host>
Create the directory path, for example C:\mount_dir on the client 
machine by specifying NSR_ALT_PATH=C:\mount_dir.
Before performing a backup, clear the specified alternate path for 
the NSR_ALT_PATH attribute.


For an Exchange CCR or 
DAG active node


NSR_SNAP_TYPE=vss
NSR_ALT_PATH=<mount_path_on_local_host>
Before performing a backup, clear the specified alternate path for 
the NSR_ALT_PATH attribute.


For an Exchange CCR 
passive node


Perform these steps for both the physical nodes as to cover a failover 
situation. However, only enable the current passive node for 
backups:
Type the following variables and values:
NSR_SNAP_TYPE=vss
NSR_ALT_PATH=<mount_path_on_local_host>
Before performing a backup, clear the specified alternate path for 
the NSR_ALT_PATH attribute.
For a passive node client resource, but not the virtual server 
resource, also specify the following:
NSR_VIRT_SERV=<Exchange_Virtual_Server_hostname>
NSR_INDEX_CLIENT=<Exchange_Virtual_Server_hostname>
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Provide the appropriate application variables and values for your Exchange Server 
environment. Table 17 on page 70 and Table 21 on page 74 provide the complete list of 
application information variables for Exchange client resource configurations.


d. In the Deduplication area, to configure deduplication backups in a CCR or DAG 
environment for a passive node:


– To enable client-side Data Domain Boost deduplication backups, select the 
Data Domain backups option.


For an Exchange DAG 
passive node


Perform these steps for both the physical nodes as to address 
failover requirements. However, only enable the current passive 
node for backups:
Type the following variables and values:
NSR_SNAP_TYPE=vss
NSR_ALT_PATH=<mount_path_on_local_host>
Before performing a backup, clear the specified alternate path for 
the NSR_ALT_PATH attribute.
For a passive node client resource, but not the virtual server 
resource, also specify the following:
NSR_EXCH_DAG or NSR_EXCH2010_DAG


For an Exchange CCR or 
DAG active or passive node 
with a data mover


Type the following variables and values:
NSR_SNAP_TYPE=vss
NSR_ALT_PATH=<mount_path_on_proxy_client>
NSR_DATA_MOVER=<proxy_client_hostname>
NSR_DM_PORT=6728
The NSR_DATA_MOVER and NSR_DM_PORT attributes are not 
applicable for Exchange Server 2013.
The default DM Port number value in NMM installation is 6728. If you 
changed the DM Port number to a different value in your NMM client 
configuration or installation, use that value for NSR_DM_PORT.
Before performing a backup, clear the specified alternate path for 
the NSR_ALT_PATH attribute.


For an Exchange 2010 or 
2013 DAG federated 
backup


Type the following variables and values:
NSR_SNAP_TYPE=vss
NSR_EXCH_DAG=<dagname> or NSR_EXCH2010_DAG=<dagname>
NSR_ALT_PATH=<mount_path_on_local_host>
NSR_FEDERATED_BACKUP=yes
NSR_FEDERATED_PSOL: Type a comma-separated list of the order in 
which to back up the databases on each server in the DAG. If you do 
not specify a list, the coordinating node will distribute the backups 
based on an unordered list of Exchange servers in the DAG.
NSR_EXCH_INCL_SA: Type False to exclude public folders and 
stand-alone databases. The default setting is True.
NSR_EXCH _BACKUP or NSR_EXCH2010_BACKUP: Type one of the 
following:
• Preferred: To back up the passive copy or replica of each database 


if one exists. The Exchange server on which each passive 
database will be backed up will be determined by the preferred 
server order list. If no passive database exists, then the active 
database will be backed up.


• Passive: To back up only passive databases in the DAG. 
• Active: To back up only active databases in the DAG.


Table 20  Application variables for Exchange Server  (page 2 of 2)


Type of backup Application variable to be used
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– To enable Avamar deduplication backups, select the Avamar deduplication 
backup option, and choose the deduplication node to which this client's 
backup data will be sent from the Avamar deduplication node menu. For DAG 
configurations, select the same deduplication node for the DAG member server 
client resource.


Do not select the name of a replication node here. This step links this client 
with its own deduplication node. 


If the deduplication node for this client’s backup data changes, the next 
backup done must be a level 0 (full) backup. If the deduplication node for this 
client’s backup data changes, the next backup performed must be a level 0 
(full) backup.


6. Click the Globals (1 of 2) tab and complete the following steps:


Verify that the Aliases attribute displays the NETBIOS name for the client. This name is 
filled in automatically. 


The NMM client uses the host machine NETBIOS or “short” name when connecting to 
the NetWorker server to browse backups. If the NETBIOS name is not found, NMM 
does not display backups. 


7. If using a NetWorker storage node, when configuring a client resource for the Mailbox 
server and a DAG resource, click the Globals (2 of 2) tab and type the storage node 
name in the Storage node name field.


8. Click OK.


9. For CCR or DAG environments:


a. Repeat step 2, step 3, and step a through step f of step 4 to create a NetWorker 
client resource for all remaining Exchange clients that are members of the CCR or 
DAG. Uncheck the default group.


b. Repeat step 2, step 3, and step a through step f of step 4 to create a NetWorker 
client resource for the CCR or DAG name by using the FQDN. Uncheck the default 
group.


No additional configuration is needed; the client resource only must exist.
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Complete list of Exchange Server application information variables


Table 21 on page 74 provides the complete list of application information variables for 
Exchange Server 2007 client resource configurations. 


Table 21  Exchange application information variable settings (page 1 of 3)


Attribute name Description Values


NSR_SNAP_TYPE=value Specifies the snapshot service provider name. vss
This value is required.


NSR_ALT_PATH=value Specifies the path that NMM uses to mount 
Exchange snapshots during the backup 
process. 
Exchange snapshots are mounted so that the 
database consistency check utility, 
Eseutil.exe, can be run. 
Create the directory path, for example 
C:\mount_dir on the client machine by 
specifying: NSR_ALT_PATH=C:\mount_dir


A mount path. 
For example, 
NSR_ALT_PATH=G:\mount_replica\
If a you specify a proxy client in the 
NSR_DATA_MOVER attribute, then type the 
mount path on the proxy client.


Note: If the file system path specified for 
NSR_ALT_PATH in Exchange client does not 
exist, then NMM automatically creates the 
directory.


Before performing a backup, delete the 
specified alternate path for the NSR_ALT_PATH 
attribute.


NSR_VIRT_SERV=value Specifies the name of the Exchange virtual 
server client resource in a CCR passive node 
backup. 
This attribute only applies to Exchange Server 
2007 CCR passive node backups.


The name of the Exchange virtual server. 
For example, 
NSR_VIRT_SERV=virtual_server_name


NSR_INDEX_CLIENT=value Specifies that the backup must be indexed 
under the client name of the Exchange virtual 
server but not the passive node client name in 
a CCR passive node backup. 
This attribute only applies to Exchange Server 
2007 CCR passive node backups. 


The name of the Exchange virtual server. 
For example, 
NSR_INDEX_CLIENT=virtual_server_name


NSR_DM_PORT=value This attribute:
• Specifies the control port number to use 


when communicating with the data mover 
client. 


• Specifies the control port that the 
Replication Manager (RM) client service is 
running on.


NetWorker Module for Microsoft Release 3.0 
Installation Guide provides more information 
about RM ports.


The RM client control port number. For 
example:
NSR_DM_PORT=6728
The default value of the RM client control port 
number that NMM uses during installation is 
6728. If you have specified a different value 
during installation, then you must use that 
value here. 
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NSR_DATA_MOVER=value Specifies the hostname of the NMM client that 
mounts the snapshot from the NMM client.


The proxy client hostname.
Consider the following:
• If you do not enter a value, the local host is 


used as the data mover.
• If you are setting up a proxy client for a 


virtual cluster server, then you must also 
type the proxy client hostname in the 
Remote Access attribute of the client 
resource.


• For RolloverOnly backups, specify a proxy 
client.


• If using NSR_DATA_MOVER when 
configuring an Exchange client resource, 
then you should use a proxy client. A proxy 
client requires hardware for transportable 
snapshots. 


• If you do not specify a proxy client, then 
NMM performs Exchange consistency 
checks on the proxy client. NMM writes 
related messages in the RM log files 
(erm_clientxx.log) on the proxy client.


• If you do not specify a proxy client for an 
Exchange client resource, NMM performs 
consistency checks on the Exchange Server. 
NMM writes related messages in both the 
RM log files and the nmm.raw file on the 
client.


NSR_CHECK_JET_ERRORS=value Used to detect Jet errors in the Exchange 
backup. NSR_CHECK_JET_ERRORS is run 
before committing the shadow copy for 
Exchange.


Note: If the backup encounters jet errors, then 
the snapshot fails.


Values include the following:
• 447 (Exchange Server 2007 only)
• 448 (Exchange Server 2007 only)
• 1018
• 1019
• 1022
• all
• none
Separate values with a comma. For example:
NSR_CHECK_JET_ERRORS=1018,1019
The default value is All.


NSR_EXCHANGE_LIMIT_SG=value This attribute is used to set the number of 
storage groups for a save set. The option yes 
or no can be specified for this attribute. If set 
to yes, the save set is restricted to a maximum 
of 10 storage groups.
This attribute only applies to Exchange Server 
2007.


yes or no
Default value is yes.
Sets the number of storage groups for 
scheduled backup to 10.


Table 21  Exchange application information variable settings (page 2 of 3)


Attribute name Description Values
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NSR_EXCH_RETAIN_SNAP 
SHOTS=value


Specifies snapshot retention for only full 
backups.


yes or no
Default value is no.
Retains snapshots for full backup. 
Must be manually specified; this attribute can 
not be specified in the Client Configuration 
wizard.


Note: For incremental backups, perform only 
RolloverOnly backup. NMM promotes to full if 
an incremental backup is attempted with this 
value set.


NSR_EXCH_CHECK=value Specifies if consistency check should be run or 
not for databases.


yes or no
If you do not specify a value, NMM applies the 
following default values:
• Exchange Server 2010 and 2013 DAG 


backup: no 
• Exchange Server 2010 and 2013 


stand-alone backups: yes 
• Exchange 2007 backups: yes


Note: If the value is no, then NMM writes 
information to the nmm.raw file during a 
backup. 


NSR_EXCH_DAG= 
<DAG name> 
or  
NSR_EXCH2010_DAG= 
<DAG name>


To specify the DAG name for a backup in a DAG 
environment.
Federated backup do not require this 
attribute.


FQDN of the DAG.
For example, mydag.domain_name.com


NSR_EXCH_BACKUP= 
active


To back up only active database copies. active


NSR_EXCH_BACKUP= 
passive


To back up only passive database copies. passive


NSR_EXCH_BACKUP= 
preferred


To back up only passive copy or replica of each 
database if one exists. If no passive database 
exists, then the active database will be backed 
up.
This attribute applies to Exchange Server 2010 
and 2013 non-federated DAG backups.


preferred


NSR_EXCH_BACKUP=all To back up both active and passive databases.
This attribute applies to Exchange Server 2010 
and 2013 non-federated DAG backups.


All


NSR_E2K7_VOL_CHECK= 
yes


To back up Exchange Server 2007 databases 
and logs that are on different mount points.


yes or no


Table 21  Exchange application information variable settings (page 3 of 3)


Attribute name Description Values
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The following application variables are examples for Exchange 2007 CCR passive-node 
backups:


NSR_SNAP_TYPE=vss
NSR_ALT_PATH=<e:\mountpath>
NSR_EXCH_CHECK=<yes/no>
NSR_INDEX_CLIENT=<CCR Virtual machine>
NSR_VIRT_SERV=< CCR Virtual machine>
NSR_EXCH_RETAIN_SNAPSHOTS=<yes/no>
NSR_ESE_UTIL_SEQUENTIAL=<True/False>
NSR_ESE_UTIL_THROTTLE=<True/False>
NSR_CHECK_JET_ERRORS=<all/none/specific value>


The following application variables are examples for Exchange Server 2007 LCR backups, 
Exchange Server 2007 active node backups, Exchange Server 2007 SCC backups, 
Exchange Server 2010 stand-alone backups, and Exchange Server 2013 stand-alone 
backups:


NSR_SNAP_TYPE=vss
NSR_ALT_PATH=<e:\mountpath>
NSR_EXCH_CHECK=<yes/no>
NSR_EXCH_RETAIN_SNAPSHOTS=<yes/no>
NSR_ESE_UTIL_SEQUENTIAL=<True/False>
NSR_ESE_UTIL_THROTTLE=<True/False>
NSR_CHECK_JET_ERRORS=<all/none/specific value>


The following application variables are examples for Exchange Server 2010 and 2013 
non-federated DAG backups:


NSR_SNAP_TYPE=vss
NSR_EXCH_RETAIN_SNAPSHOTS=<yes/no>
NSR_ALT_PATH=<e:\mountpath>
NSR_EXCH2010_BACKUP=<active/passive/all>
NSR_EXCH2010_DAG=<DAG FQDN>
NSR_EXCH_CHECK=<yes/no>
NSR_ESE_UTIL_SEQUENTIAL=<True/False>
NSR_ESE_UTIL_THROTTLE=<True/False>
NSR_CHECK_JET_ERRORS=<all/none/specific value>


The following application variables are examples for Exchange Server 2010 and 2013 DAG 
federated backups: 


NSR_SNAP_TYPE=vss
NSR_EXCH_RETAIN_SNAPSHOTS=<yes/no>
NSR_ALT_PATH=<e:\mountpath>
NSR_FEDERATED_BACKUP=yes 
NSR_FEDERATED_PSOL=<DAG Node1>,<DAG node2>,…,<DAG NodeN>
NSR_EXCH_INCL_SA=<TRUE/FALSE>
NSR_EXCH2010_BACKUP=<Preferred/active/passive/all>
NSR_EXCH2010_DAG=<DAG FQDN>
NSR_EXCH_CHECK=<yes/no>
NSR_ESE_UTIL_SEQUENTIAL=<True/False>
NSR_ESE_UTIL_THROTTLE=<True/False>
NSR_CHECK_JET_ERRORS=<all/none/specific value>
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DAG federated backups (Exchange Server 2010 and 2013 only)
In a DAG environment, there can be multiple passive copies of databases distributed 
among multiple Exchange servers. In order to back up a single passive copy of each 
database, you can perform a federated backup. NMM will determine the Exchange servers 
on which to perform the backups and ensure all databases within the DAG get backed up.


Databases within the DAG can be split up among multiple save groups. You can specify 
different schedules to distribute the workload within the backup window. 


NMM supports federated backups through a user-defined client resource that acts as a 
Coordinating Node. This client resource will manage and monitor the backup of all 
databases in its DAG. The client resource will point to the virtual DAG Exchange server in 
the DAG which will act as the Coordinating Node.


Application information attributes for federated backups


The following application information attributes are specific to federated backups:


◆ NSR_FEDERATED_BACKUP: Type “yes” to enable federated backups.


◆ NSR_FEDERATED_PSOL: Type a comma-separated list of the order in which to back up 
the databases on each server in the DAG. If you do not specify a list, the coordinating 
node will distribute the backups based on an unordered list of Exchange servers in 
the DAG.


◆ NSR_EXCH_INCL_SA: Type “False” to exclude public folders and stand-alone 
databases. The default setting is True. 


◆ NSR_EXCH_BACKUP: Type one of the following:


• Passive: To back up only passive databases in the DAG. 


• Active: To back up only active databases in the DAG.


• Preferred: To back up the passive copy or replica of each database if one exists. 
The Exchange server on which each passive database will be backed up will be 
determined by the preferred server order list. If no passive database exists (either 
there is no replica or if the current replica(s) are all suspended or dismounted), 
then the active database will be backed up.


Preferred Server Order List


When you perform a backup through the DAG resource using NSR_EXCH_BACKUP set to 
Passive or Preferred, NMM selects an Exchange server to back up the passive copies of the 
databases. Because multiple Exchange servers can host replicas or passive copies of the 
same database, you can specify a preferred server order list (PSOL) to tell NMM which 
Exchange servers to use to back up the Exchange databases. When the backup starts, 
NMM backs up the passive or replica copies of each database, running the backups from 
the Exchange servers in the order specified in the PSOL. 


You create the PSOL in the Configuration Wizard, and the PSOL is associated with a single 
DAG resource. This list will contain an ordered list of Exchange 2010 and Exchange 2013 
servers in the DAG and will represent the order each is evaluated for passive databases to 
be backed up. 
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If you choose to include public folders or stand-alone databases, the coordinating node 
determines if each exists on that server and if so, adds it to the save set list as well.   The 
coordinating node then goes to the second server in the list and skipping already listed 
databases repeats the check for passive databases, public folders and stand-alone 
databases. 


Once the coordinating node has gone through the ordered list of servers then it must 
validate that there are no databases within the DAG that have been left out of the list of 
save sets. The coordinating node starts the backup work list on each of the servers 
identified.


Circular logging in federated backups


NMM does not support circular logging-enabled databases in federated backups. If 
circular logging-enabled databases exist within a DAG, you must be perform a 
non-federated backup.


Additional federated backup considerations


When configuring and managing federated backups, keep the following considerations in 
mind:


◆ You must install NMM and NetWorker on each Exchange server within the DAG. This is 
because the virtual DAG resource can failover to any of those Exchange servers. NMM 
must be installed on any of the servers that the DAG resource fails over to so that it is 
able to start a federated backup.


◆ Each Exchange server for which a backup job will be sent will perform their backups in 
parallel with the other Exchange servers.


◆ Persistent snapshots will not be supported for a federated backup. If the Coordinating 
Node discovers a request for a persistent snapshot that backup request will be not be 
viable and will fail immediately. All snapshots are required to be rolled over 
immediately.


◆ When configuring federated backups in the configuration wizard, you must give the 
DAG name on the Specify the Client Name and Type page. This is different from NMM 
2.4 SP1 and earlier. In NMM 3.0, if you provide a physical server name, an error 
appears.


Example of a federated backup


The following figure illustrates an example of a federated backup of a DAG cluster with 
three Exchange servers: MBX1, MBX2, and MBX3. The cluster contains four Exchange 
databases: DB1, DB2, DB3, and DB4. Each database can only have one active copy, but 
can have multiple passive or replica copies. In this example, there are two passive copies 
of DB1: one copy on two different Exchange servers (MBX2 and MBX3). The other 
databases (DB2, DB3, and DB4) only have one passive copy each in the cluster. Only one 
copy of each database needs to be backed up. The preferred server order list specifies to 
back up databases from the DAG in this order: MBX2, MBX3, and MBX1. 
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Table 14 on page 80illustrates a sample Exchange Server 2010 and 2013 federated 
backup.


Preferred
server order:
MBX2, MBX3,
MBX1


NMM views and
selects the DAG client
resource, including the
specified PSOL.


In this example, the
order specified is
MBX2, MBX3, MBX1.


1.


NMM sends the
backup requests
to the DAG.


2.
The DAG sends the
backups to the NMM
server.


1st


3.


DB1
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DB2
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Figure 14  Example of an Exchange Server 2010 and 2013 federated backup


Verifying backups
To verify if a backup is successful, use the following command on the NetWorker client:


nsrinfo_nmm -s <Server> <Client Name>


where the <Client Name> is the DAG name or Exchange Server 2010 or 2013 mailbox server 
name.
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CHAPTER 4
Recoveries


This chapter includes the following topics:
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◆ Recovery types and procedures...............................................................................  88
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◆ Configuring Exchange Server recoveries ..................................................................  90
◆ Performing Exchange 2007 recovery........................................................................  96
◆ Performing Exchange Server 2010 and 2013 recovery ...........................................  109
◆ Performing a quick recovery of a deleted mailbox ..................................................  118
◆ Recovering Exchange Server mailbox, public folder, or public folder mailbox database 


files ......................................................................................................................  119
◆ Recovering a deleted Exchange Server 2007, 2010, or 2013 mailbox database or 


public folder database ..........................................................................................  121
◆ Recovering NetWorker Module for Microsoft Exchange backups .............................  122
◆ Best practices and recommendations....................................................................  123
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Overview
An Exchange recovery can serve many different purposes. The smallest unit of granularity 
of a backup is an Exchange database, log files, and checkpoint files. Those backups can 
be used to recover entire servers, individual databases, or mailbox items. 


When you perform backups of a Microsoft Exchange environment with NMM, the following 
recovery options are available for stand-alone and high-availability environments:


◆ Recover to the original location on the original Exchange server


◆ Recover to the Exchange Server 2010 or 2013 RDB or Exchange Server 2007 RSG on 
the original Exchange server


◆ Recover to an Exchange Server 2010 or 2013 RDB or Exchange Server 2007 RSG on a 
different Exchange server


◆ Message-level recovery using the Exchange GLR option


Restoring Exchange data


In a conventional Exchange recovery, entire databases are replaced or recovered. This is 
most useful for disaster recovery-level recoveries or for moving Exchange databases to 
another Exchange server or machine. At this level of recovery, it is all or nothing. When you 
recover entire databases, it overwrites the current content at that location with the 
recovered data. If you do not want to overwrite the current content, you can recover the 
databases to an alternate location or server, a recovery storage group (RSG), or a recovery 
database (RDB). This allows you to use Exchange server administration tools or browse 
mail folders to locate individual messages. 
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Table 15 on page 83 illustrates a simple recovery of the Exchange databases in a 
stand-alone Exchange Server 2007, 2010, or 2013 environment.


Figure 15  Recovery in a stand-alone Exchange Server environment


In a stand-alone environment, you can also recover data to an alternate location, such as a 
different directory on the same server, or to a different server, such as a backup 
(non-clustered) Exchange server, as shown in the following figure. This enables you to use 
NMM to recover content without directly overwriting existing content on the production 
Exchange server databases. This can be useful for migrating an Exchange server to a 
different server or machine, as shown in Figure 16 on page 84. 
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Figure 16  Recovery to an alternate location in a stand-alone Exchange Server environment


Recovering individual mailboxes, mailbox folders, and messages


Retrieving and restoring large backups can use a lot of network, memory, processor, and 
storage resources. Depending on the topology and architecture a site or organization 
uses, the recovery operations may also affect production server performance, which could 
create impact mail users. 


NMM provides several methods for recovering individual items from within an Exchange 
database, such as individual user mailboxes, mailbox folders, and messages. These 
methods offer several advantages over full server or database recoveries:


◆ You can recover backup data to an alternate location without overwriting the existing 
databases or servers.


◆ You can browse and select individual items from the recovered data, and then recover 
the items to the individual’s mailbox.


With NMM, you can recover individual items by using one the following methods:


◆ Granular level recovery — NMM mounts the backup set to a virtual drive, where you 
can browse the contents of the backup, without actually moving or copying the data. 
NMM creates this virtual drive in minutes. NMM does not require significant disk 
storage space. You can browse and select the data from this virtual drive, as if you 
were looking at the actual database, down to the message level. 
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Only when you send the recovery request to the NMM server are actual items copied 
out of the backup set to the user’s mailbox. The items are placed in a new “Recovered 
items” folder in the user’s mailbox, where the user can browse and select the items to 
keep, just like any other folder in their mailbox. Using GLR saves you the time and 
space needed to browse the actual database, and saves you time and resources by 
only retrieving the items that you select, not entire databases. 


◆ Recover to RDB or RSG — You can also recover databases to an RDB or RSG, and then 
browse those databases to select mailboxes, user folders, or messages for recovery. 
When you restore to an RDB or RSG, you can browse the database offline, on a 
separate server, or from in a folder location that is separate from your online 
production Exchange server. 


While this method allows you to browse and retrieve items without overwriting your 
live Exchange databases or user mailbox, recovery to a RDB or RSG does require disk 
space, network resources, and processor resources to stage the databases in the RDB 
or RSG. When you recover to a RDB or RSG, it takes time to copy gigabytes or terabytes 
of data from one location to another. NMM recovers the backup to the RDB or RSG, and 
then you can browse and retrieve individual items. 


Compare the following figures, which illustrate:


◆ Recover using NMM granular level recovery (Figure 17 on page 86).


◆ Recover to an RSG/RDB, and recover data from the RSG/RDB to a user mailbox 
(Figure 18 on page 87).
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Figure 17  Recover using NMM granular level recovery
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Figure 18  Recover to an RSG/RDB, and then recover data from the RSG/RDB to a user mailbox
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An RDB or RSG can only be used for recovering mailbox database data. It cannot be used 
to recover public folders. 


Recovery types and procedures
NMM provides many levels of recovery, such as recovering databases or recovering 
individual messages in a user mailbox. 


Database level recoveries


When you recover a storage group (Exchange Server 2007) or database (Exchange Server 
2010 and 2013), it generally overwrites the current database unless you recover to an RSG 
or RDB.


Message level and granular level recoveries


When you need to retrieve individual user mailboxes, user mail folders, or messages, you 
can do so without overwriting entire mail databases. You can recover a storage group to an 
Exchange RSG or recover a database to an Exchange RDB, and then use Exchange server 
management tools or NMM Granular Level Recovery (GLR) to select and recover individual 
mailboxes, folders, or messages. The GLR recovery procedures are provided in“Message 
and Granular Level Restore” on page 125.


DAG federated backup recoveries


A federated DAG backup provides access to backups of all Exchange databases through 
one NMM client, even though they came from multiple Exchange servers in the DAG. The 
recovery process to recover from a DAG federated backup is the same as a normal DAG 
recovery.


Public mailbox recoveries


Public mailboxes are new with Exchange Server 2013. You can recover a public mailbox 
just as you would any other user mailbox.


Exchange recovery prerequisites
The following requirements must be met before you can recover Exchange 2007, 2010, or 
2013 data:


◆ For each Exchange database to be recovered, you must select the Exchange check box 
titled “This database can be overwritten by a restore” in the Exchange Management 
Console. 


This is a Microsoft requirement. The Microsoft Exchange documentation provides 
more information about this checkbox.
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◆ If you are recovering Exchange data that was backed up from a legacy NetWorker client 
by using the save set VSS USER DATA:\ in an NMM File System Recovery Session:


• While performing recovery by using the NMM client, Exchange databases are 
automatically dismounted.


• After a successful recovery, the Exchange databases are mounted automatically.


◆ Exchange does not support restoring a public folder to RSGs or RDBs.


◆ To perform an Exchange database recovery as a non-administrative user, open the 
NMM GUI using Run as administrator.


◆ During recovery, when recovering mailbox items to a production database, ensure that 
the user mailbox is not full. If the allowed mailbox space is exceeded, then the item 
level recovery fails.


◆ Perform a full level backup after every recovery performed in Exchange 2010 and 
2013.


Additional requirements for browsing mailboxes


There are other requirements for browsing RSG and RDB mailboxes:


◆ Databases must be online. NMM does not display mailboxes in offline databases.


◆ The MAPI/CDO kit must be installed.


“Required MAPI client and Collaboration Data Objects” on page 35 provides details.


◆ Exchange System Attendant and Information Store services must be running.


◆ The logged in user must have a configured mailbox with at least one mail sent and 
received.


◆ The user defined to be logged in for the Replication Manager Interface for Exchange 
service must be a member of the Organization Management Exchange security group. 


◆ You must have backed up the writer set or storage group save set:


• For Exchange Server 2007 writer:


APPLICATIONS:\Microsoft Exchange 2007


• For Exchange Server 2007 storage group:


APPLICATIONS:\Microsoft Exchange 2007\second_group 


• For Exchange Server 2010 writer:


APPLICATIONS:\Microsoft Exchange 2010


• For Exchange Server 2010 database:


APPLICATIONS:\Microsoft Exchange 2010\Database


• For Exchange Server 2013 writer:


APPLICATIONS:\Microsoft Exchange 2013


• For Exchange Server 2013 database:


APPLICATIONS:\Microsoft Exchange 2013\Database
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Additional requirements for recovering databases in a DAG


For Exchange Server 2010 and 2013 DAG recovery, ensure that the database recovery 
node and state are correct. You must perform the recovery to the DAG member server with 
an active mailbox database status. The restored databases must be in active state. 
Passive copies of these databases must be in Exchange replication suspended state. If the 
copies are not in suspended state, then you must manually suspend passive copies 
before a recovery is performed.


You can suspend replication in two ways: 


◆ By using the Exchange Shell command and calling Suspend-MailboxDatabaseCopy 
cmdlet 


◆ For Exchange Server 2010, through the Exchange Management Console using 
“Suspend Database Copy”


◆ For Exchange Server 2013, through the Exchange Admin Center using “Suspend”


Resume the passive database copies after the restore. The Microsoft documentation 
provides details.


Configuring Exchange Server recoveries
This section provides the required procedures for configuring Exchange Server recoveries:


◆ “Specifying Exchange recovery options” on page 90


◆ “Configurations for traditional recovery from disk, tape, and VTL” on page 92


◆ “Configurations for roll-forward recovery in a DAG environment” on page 92


◆ “Configurations for roll-forward recovery in a CCR environment” on page 94


◆ “Configurations for point-in-time recovery in an Exchange CCR environment” on 
page 95


◆ “Mounting the database after recovery” on page 96


Specifying Exchange recovery options


To specify recovery options for Exchange data:


1. Open the NMM client GUI.


2. Select the NetWorker Server on which the NMM client software was configured for 
backup. 


3. If the NMM client is part of a cluster, select the virtual client to which you are 
recovering data. You can select the virtual client from the client list attribute in the 
application toolbar.


4. From the left pane, select Exchange Recover Session, and then select one of the 
following: 


• Database Recover (default) to view Exchange database backups.


• RSG Mailbox Recover to browse and recover Exchange 2007 items from existing 
RSG databases.
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• RDB Mailbox Recover to browse and recover Exchange 2010 and 2013 items from 
existing RDB databases.


• Granular Level Recover to browse and recover items from databases without first 
having to restore the database to an RSG or RDB.


5. In the Exchange Server Session toolbar, click Recover Options.


6. Select the type of recovery to perform:


• To recover data for Exchange Server and retain all existing Exchange transactions 
that occurred after the time of backup, select Include existing logs (Roll forward 
recovery). 


• To recover data for Exchange Server up to the time of backup only and to not 
include subsequent transactions, select Include logs only from this restore 
(Point-in-time recovery). 


Note: You must perform a point-in-time recovery at the storage group level and not 
at a single database level. 
 
After performing a point-in-time recovery, roll-forward recovery cannot be 
performed because the point-in-time recovery replaces the logs that were 
generated after the backup. 


• To mount the database after the restore, select Put database online after restore.


• To recover the database and transaction logs from the backup without attempting 
to replay the transaction logs, select Do not replay the transaction logs. The 
database also cannot be mounted after the restore. If you select this option, you 
must manually replay the transaction logs by running the Exchange utility 
eseutil.exe.


• To specify the number of retries when attempting to mount the database, select a 
number from the Number of attempts to try before failing on mount dropdown list.


7. Click OK to close the Exchange Recover Options dialog box.


8. From the navigation tree, expand the Applications folder and the Exchange writer 
folder Microsoft Exchange 2007, Microsoft Exchange 2010, or Microsoft Exchange 
2013.


9. Select the Exchange storage groups and databases that are to be recovered.


10. From the Exchange Recover toolbar, click Start Restore.
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Configurations for traditional recovery from disk, tape, and VTL


To configure for traditional recovery:


1. In the NMM GUI, in the Exchange Recovery Options window, click the NetWorker tab, 
as shown in Figure 19 on page 92.


Figure 19  Exchange Recovery Options window with Conventional Restore option selected


2. By default, the Conventional Restore option is selected. 


3. Click OK. 


Configurations for roll-forward recovery in a DAG environment


To perform a roll-forward recovery of an Exchange 2010 or 2013 server in a DAG 
environment:


Note: Perform the recovery from the node where the database being recovered is currently 
active. 


1. To identify the Exchange database that must be recovered:


a. Use the Exchange Management Console (EMC), the or Exchange Administrative 
Console (EAC), or a shell script to determine the DAG member where the active 
copy of the database.


b. Log on to the Exchange member that is running the active copy of the database 
that will be recovered.


c. From the EMC, open the database properties and select the This database can be 
overwritten by a restore checkbox.


d. Suspend the passive copy of the database that will be recovered. “Additional 
requirements for recovering databases in a DAG” on page 90 provides details.


2. In the Exchange Management Console or Exchange Administrative Console 
application, select the This database can be overwritten by a restore checkbox. 
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3. In the Exchange Management shell, stop replication of any passive copies of the 
database with the suspend-MailboxDatabaseCopy command. 


For example: 


Suspend-MailboxDatabaseCopy -Identity "bv-e15svr1\First 
Database" 


4. Open the NMM client. 


5. Select the NetWorker Server on which the NMM client software was configured for 
backup.


6. On the main toolbar, select the Client drop-down menu, and then select the client that 
is the Exchange DAG. 


7. From the left pane, select Exchange Recover, and then select one of the following: 


• Database Recover (default) — To view Exchange database backups.


• RDB Recover — To browse and recover items from existing RDB databases.


• Granular Level Recover — To browse and recover items from databases without first 
having to restore the database to an RSG or RDB.


8. Click View and then click Refresh.


9. In Transaction Log File Replay window, ensure that Include existing logs (Roll-forward 
recovery) is selected. This is the default setting, but it may have been changed if the 
previous recovery was a point-in-time recovery. 


10. From the navigation tree, expand the Applications folder and select the Microsoft 
Exchange 2010 or the Microsoft Exchange 2013 folder.


11. Select the Exchange Server items that you want to restore. 


You can select more than one database for recovery. You can select backups of active 
or passive databases for recovery.


12. From the Exchange Recover Session toolbar, click Recover. 


The Exchange Recovery Options Summary dialog box appears.


13. Review the options: 


• If you need to change the options, click Recover Options. This opens the NetWorker 
Recovery Options dialog box, where you can change settings on the General, 
NetWorker, Security, and Exchange tabs.


• If the options are okay, click the Start Recover button. This closes the Exchange 
Recovery Options dialog box and starts the recovery. 


14. Restore replication between the nodes with the resume-MailboxDatabaseCopy 
command.


For example:


resume-MailboxDatabaseCopy -Identity 


"bv-hood-e15svr1\First Database”


Note: Perform a full backup after performing roll-forward recovery.
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Configurations for roll-forward recovery in a CCR environment


To perform a roll-forward recovery of an Exchange 2007 server in a CCR environment:


Note: Perform the recovery from the active node. 


1. In the Exchange Management Console application, select the This database can be 
overwritten by a restore checkbox. 


2. In the Exchange Management shell, stop replication to the passive node with the 
suspend-StorageGroupCopy command. 


For example: 


Suspend-StorageGroupCopy -Identity "bv-hood-cluse12\First 
Storage Group" 


3. Open the NMM client. 


4. In the main toolbar, select the Client menu, and then select the client that is the 
Exchange virtual server. 


5. From the left pane, select Exchange Recover, and then select one of the following: 


• Database Recover (default) — To view Exchange database backups.


• RSG Recover — To browse and recover items from existing RSG databases.


6. In Transaction Log File Replay window, ensure that Include existing logs (Roll-forward 
recovery) is selected. This is the default setting, but it may have been changed if the 
previous recovery was a point-in-time recovery. 


7. From the navigation tree, expand the Applications folder and select the Microsoft 
Exchange 2007 folder.


8. Select the Exchange Server items that you want to restore. 


9. From the Exchange Recover Session toolbar, click Recover. 


The Exchange Recovery Options Summary dialog box appears.


10. Review the options: 


• If you need to change the options, click Recover Options. This opens the NetWorker 
Recovery Options dialog box, where you can change settings on the General, 
NetWorker, Security, and Exchange tabs.


• If the options are okay, click the Start Recover button. This closes the Exchange 
Recovery Options dialog box and starts the recovery. 


11. Restore replication between the nodes with the resume-StorageGroupCopy command.


For example:


resume-StorageGroupCopy -Identity 


"bv-hood-cluse12\First Storage Group”


Note: Perform a full backup after performing roll-forward recovery.
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Configurations for point-in-time recovery in an Exchange CCR environment


To perform a point-in-time recovery of an Exchange Server 2007 in a CCR environment:


Note: Perform the recovery from the active node, failing over the passive node to the active 
node if necessary.


1. In the Exchange Management Console application, select the This database can be 
overwritten by a restore checkbox. 


2. In the Exchange command shell, stop replication to the passive node with the 
suspend-StorageGroupCopy command. 


For example: 


suspend-StorageGroupCopy -Identity "bv-hood-cluse12\First 
Storage Group" 


3. Open the NMM client. 


4. In the main toolbar:


a. Select the Client menu.


b. Select the client that is the Exchange virtual server.


5. From the left pane, select Exchange Recover, and then select one of the following: 


• Database Recover (default) — To view Exchange database backups.


• RSG Recover — To browse and recover items from existing RSG databases.


6. In the Transaction Log File Replay window, select Include only logs from this restore 
(Point-in-time recovery).


7. From the navigation tree, expand the Applications folder and select the Microsoft 
Exchange 2007 folder.


8. Select the Exchange Server items that you want to restore. 


9. From the Exchange Recover Session toolbar, click Start Restore.


10. After restore, on the passive node manually delete the log files and database file.


11. On the passive node, in the Exchange command shell, re-seed the passive node with 
the Update-StorageGroupCopy command. 


For example: 


Update-StorageGroupCopy -Identity 


"bv-hood-cluse12\First Storage Group"


12. Restore replication between the nodes with the resume-StorageGroupCopy command.


For example:


resume-StorageGroupCopy -Identity 


"bv-hood-cluse12\First Storage Group”


Note: Perform a full backup after performing point-in-time recovery.
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Mounting the database after recovery


Certain Exchange pre- and post-restore operations enable quick access to email after 
recovery. Until you remount Exchange databases, email is not available for users to 
browse and verify. NMM provides options to automatically mount Exchange databases 
after restore. 


The Exchange administrator can decide if a restore of a particular Exchange database is 
required and if an automatic mounting of the database must be done after the restore is 
complete:


◆ If this option is specified, then the database is mounted after the successful restore of 
the Exchange Server. 


◆ If this option is disabled, then the administrator must manually mount the database. 
By default, this option is enabled in NMM.


The NetWorker Module for Microsoft Release 3.0 Administration Guide describes how to 
select or disable the automatic mounting option.


Performing Exchange 2007 recovery
This section provides the procedures for recovery to storage groups, depending on the 
restore location:


◆ “Recovery to the original storage group” on page 96


◆ “Recovery to an Exchange RSG” on page 97


◆ “Setting Exchange Server 2007 permissions to enable NMM browsing of RSG 
mailboxes” on page 102


◆ “Selecting and recovering items in the RSG database” on page 102


◆ “Selecting an item for recovery” on page 102


◆ “Recovering selected items” on page 103


◆ “Recovering to an alternate storage group” on page 104


◆ “Performing Exchange Server 2007 directed recovery” on page 106


Recovery to the original storage group


By default, recovery to the original storage group overwrites all of the current content of 
the selected databases in the storage group. 


To recover to the original storage group:


1. Open the NMM client GUI.


2. Select the NetWorker Server on which the NMM client software was configured for 
backup.


3. If the NMM client is part of a cluster, select the virtual client to which you are 
recovering data. You can select the virtual client from the client list attribute in the 
application toolbar.


4. From the left pane, select Exchange Recover, and then select Database Recover.
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5. In the navigation tree, expand the Exchange Server that you want to recover from. 
NMM displays the contents of the storage groups that have been backed up. 


6. Right-click the storage group that you want to recover, and then click Restore To.


7. In the Select Storage Group Restore Destination dialog box:


a. Verify that Original Storage Group is selected.


b. Click OK.


8. Click Start Recover. 


After the restore, the administrator may need to mount the databases if the option to put 
databases online was not automatically selected. 


Recovery to an Exchange RSG


NMM does not back up the contents of an RSG. The RSG is used only as a location for 
restoring backups from normal storage groups.


There are two parts to the recovery process:


◆ “Creating an RSG and adding target databases” on page 97


◆ “Recovering to the RSG” on page 99


◆ “Setting a different Exchange Server for recovery” on page 101


◆ “Creating an alternate storage group and adding target databases” on page 104


Creating an RSG and adding target databases
Before NMM can restore to an RSG, an RSG must be created and linked to a storage group. 
Exchange Server 2007 supports only one RSG at a time per server. 


When you use the restore to an RSG feature, always delete the existing RSG and then 
create a new RSG. If you are performing a directed recovery, delete the existing RSG on the 
original server and the RSG on the destination server. 


The following methods are available within Exchange to configure an RSG database:


◆ Use the Exchange Management Console Database Recovery Management tool for one 
storage group mailbox.


◆ Use the Exchange Management Shell for more than one storage group mailbox.


To configure an RSG with Exchange Management Shell:


1. On the Exchange Server, select the Start menu and then select Exchange Management 
Shell.


2. Use the new-storagegroup command to create the Recovery Storage Group:


new-storagegroup –server exch_server –name rsg_name 
–LogFolderPath rsg_path –SystemFolderPath rsg_path –Recovery


where:


• exch_server is the Exchange 2007 server name.
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• rsg_name is the RSG name that you want to create.


• rsg_path is the path to the RSG directory.


The –Recovery option is also required to specify that an RSG is created.


For example:


new-storagegroup –server bv-rmx64-1 –name SG2_RSG 
–LogFolderPath T:\exchsrvr\SG2\SG2_RSG –SystemFolderPath 
T:\exchsrvr\SG2\SG2_RSG –Recovery


3. Use the new-mailboxdatabase command to add target databases to the RSG:


new-mailboxdatabase -Name db_name -MailboxDatabaseToRecover 
db_name -StorageGroup exch_server\rsg_name -EdbFilePath 
rsg_edb_path


where: 


• db_name is the name of the database that will be recovered.


• -EdbFilePath is the path of the database in the RSG, not the original storage group.


• edb_path is the path to the database file in the RSG directory.


4. Use the same name for the RSG database as the original database to avoid confusion. 


For example:


new-mailboxdatabase -Name DB1 -MailboxDatabaseToRecover DB1 
-StorageGroup bv-rmx64-1\SG2_RSG -EdbFilePath 
U:\exchsrvr\SG2\SG2_RSG\DB1.edb


5. Repeat the new-mailboxdatabase for each database that will be recovered. 


You must specify the correct database name and edb path.


6. NMM allows the administrator to leave the database offline or have it automatically 
put online after the restore: 


• If you choose to leave the database offline after the restore, you must manually 
mount it. You can do this with the mount-database command:


mount-database –Identity exch_server\sg_name\db_name


For example:


mount-database –Identity bv-rmx64-1\SG2_RSG\DB1


• You can dismount databases with the dismount-database command:


dismount-database –Identity exch_server\sg_name\db_name


For example:


dismount-database –Identity bv-rmx64-1\SG2_RSG\DB1


7. To repeat an RSG restore by using the same database after you have mounted it, set 
the database can be overwritten property:
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set-mailboxdatabase –Identity “exch_server\rsg_name\db_name” 
–AllowFileRestore:$true


For example:


set-mailboxdatabase –Identity “bv-rmx64-1\RSG\DB1” 
–AllowFileRestore:$true


Recovering to the RSG 
When an RSG has been created and linked to a storage group, it is enabled in NMM and 
can be selected as a restore destination. After databases have been recovered to the RSG, 
NMM can perform item level recovery for folders or individual items. 


When you use the restore to an RSG feature, always delete the existing RSG and then 
create a new RSG. Right-click the RSG and select Delete RSG.


To recover to an RSG:


1. Open the NetWorker User GUI.


2. Select the NetWorker Server on which the NMM client software was configured for 
backup. 


3. If the NMM client is part of a cluster, select the virtual client to which you are 
recovering data. You can select the virtual client from the client list attribute in the 
application toolbar.


4. From the left pane, select Recover Session > Exchange Recover, and then select 
Database Recover. This displays the available Exchange database backups.


5. In the navigation tree, expand the Exchange Server that you want to recover from. 
NMM displays the contents of the storage groups that have been backed up. 


Figure 20 on page 99 shows the SG2 storage group has been selected, so the First 
storage group and Public_SG are unavailable and cannot be selected. This prevents 
simultaneous restore of one storage group to the RSG and another storage group to 
the original location.


Figure 20  Available and unavailable storage groups
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6. Right-click the storage group that is linked to the RSG. Figure 21 on page 100 shows 
the context menu with the Restore To command available. 


Figure 21  Restore To command on context menu


7. Select Restore To, and then select RSG Configuration. This verifies that all RSG 
databases exist and can be overwritten. It checks all databases, in case the 
administrator marks the entire storage group.


If an error message like the one in Figure 22 on page 100 appears, there is a 
configuration problem. You must fix the problem before you can restore the database 
with the configuration problem. Then the RSG restore operation can be started.


In the example shown in Figure 22 on page 100, DB1 and DB2 could be restored, but 
DB3 cannot until the configuration problem is fixed.


Figure 22  RSG Configuration error message


When a message like the one in Figure 23 on page 100 appears, the RSG configuration 
is correct. 


Figure 23  RSG Configuration correct message


8. RSG configuration is also checked when a restore is started, but only marked 
databases are checked. If NMM detects a configuration problem, NMM stops the 
restore operation. 
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9. Select the storage group linked to the RSG that you want to recover. You can also 
select individual mailbox databases in that storage group. Only one storage group can 
be selected when Restore to RSG is enabled. 


10. Click Start Recover. When Restore to RSG is enabled, public folders cannot be selected 
because Exchange Server 2007 does not support restoring a public folder to the RSG. 


Figure 24 on page 101shows the entire SG2 storage group cannot be selected. Only 
the Mailbox Database is selectable.


Figure 24  Public folders cannot be recovered to an RSG


11. After the restore, the administrator may need to mount the databases if the option to 
put databases online was automatically selected. 


Setting a different Exchange Server for recovery


NMM supports restoring to an RSG in a cluster environment. When you set up an Exchange 
cluster, and there are multiple active Exchange Servers, you can select the RSG that you 
want to use for an Exchange recover session. 


To select an active Exchange Server RSG:


1. Open the NMM client GUI.


2. Select the NetWorker Server on which the NMM client software was configured for 
backup. 


3. On the browse tab, right-click the Exchange Server, and then click Change Exchange 
Server. 


The Change Exchange Server dialog box appears.


Note: If the Exchange Server is a stand-alone installation, this menu item will be 
unavailable.


4. In Available Exchange Servers, click the server that you want to browse, and then click 
OK. NMM displays the browse tree with the RSG that is associated with the selected 
Exchange Server. 

101







Setting Exchange Server 2007 permissions to enable NMM browsing of RSG 
mailboxes


An Exchange administrator must configure Exchange Server 2007 to enable browsing of an 
RSG mailbox. 


An error message dialog box displays stating that NMM is unable to browse mailboxes 
because the required permission is not configured correctly. 


This message appears if the following two conditions are met:


◆ If the Send-As and Receive-As permissions are not correctly configured


◆ Browsing the RSG is attempted


To configure permissions for browsing an RSG mailbox:


1. On the Exchange Server, select Start > All Programs > Exchange Management Shell.


2. Enable Send-As and Receive-As permissions. 


For example:


get-mailboxserver <Exchange Server name> | Add-AdPermission 
-user <username> -accessrights ExtendedRight -extendedrights 
Send-As, Receive-As, ms-Exch-Store-Admin 


where:


• <Exchange Server name> is the server where the RSG mailbox is located.


• <username> is the name of the user being granted permissions. 


Selecting and recovering items in the RSG database


Once you have recovered the databases to an RSG, you can browse the user mailboxes, 
folders, and messages in the navigation tree, and then select which items to recover to the 
user mailboxes. You can also search for items in the navigation tree through the Search 
tab.


Selecting an item for recovery


You can select items for recovery at the storage group, mailbox, mail folder, and mail 
message level: 


◆ To select items for recovery, select the checkbox beside a node in the navigation tree. 
A check mark indicates that the node is selected. 


◆ To clear an item contained in a selected node, expand the node and select the 
checkbox beside the item to clear it. The check mark disappears.


◆ When you select a node, by default, all items contained in the node such as 
mailboxes, mail folders, and messages, will also be selected for recovery. If all items 
in the node are selected, the check mark will be green, and the background of the box 
will be white. 
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◆ To select an item without selecting all items at the same level, expand down to the 
level that you want, without selecting. When you have located the item, select the 
checkbox for the item. The containers above that item are automatically partially 
selected. 


For example, if Figure 25 on page 103 the mail message “Is everybody online?” is 
selected for recovery, without selecting all the items in the containing mail folder, user 
mail box, or storage group, a gray check mark in a checkbox with a gray background 
appears. This indicates that the item is partially selected. When “Is everybody 
online?” is selected, the nodes above it are partially selected all the way up to the 
server. 


Figure 25 on page 103 depicts one selected mail message and several partially selected 
nodes in the navigation tree.


Figure 25  Selected and partially selected items


Recovering selected items


Once you have completed selecting items through browsing or searching, you can recover 
the items to the user’s mailboxes. 


To recover the selected items, from the Exchange Recover Session toolbar, click Start 
Recovery. 


When NMM performs an RSG item level recovery, NMM places the items in a new 
“Recovered Items” folder created in the user’s mailbox on the production server. Because 
NMM places them in separate folders in the user's mailbox, recovered items do not 
overwrite existing items. 
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The name of the folder begins with a time and date stamp. An example is 14:35:171 
3/13/2009 Recovered Items. NMM creates a new Recovered Items folder for each 
recovery. This prevents the selected items from overwriting the existing items in the 
mailbox, and allows you to view and work with existing and recovered items without 
overwriting either. When you complete sorting through the recovered items, you should 
delete the Recovered Items folder. 


Recovering to an alternate storage group


Recovery to an alternate storage group allows you to recover the storage group data to a 
different Exchange Server from the original source. Before NMM can restore to an alternate 
storage group, you must create a new database in the alternate storage group with the 
same name as the original database. 


Creating an alternate storage group and adding target databases
There are three methods available within Exchange to configure an alternate storage 
location database:


◆ Exchange Management Shell at the command line, which is the recommended 
method


◆ Exchange Management Console Database Recovery Management tool


◆ By using the Select Storage Group Restore Destination dialog box in the NMM GUI 
when performing a recovery to an alternate storage group.


To configure an alternate storage group with Exchange Management Shell:


1. On the Microsoft Exchange Server:


a. Select the Start menu.


b. Select Exchange Management Shell.


2. Use the new-storage group command to create the alternate storage group:


new-storagegroup –server exch_server –name alt_name 
–LogFolderPath alt_path –SystemFolderPath alt_path 


where:


• exch_server is the Exchange 2007 server name.


• alt_name is the required alternate storage group name.


• alt_path is the path to the alternate storage group directory.


For example:


new-storagegroup –server bv-rmx64-1 –name Alternate_SG 
–LogFolderPath T:\exchsrvr\SG2\Alternate_SG 
–SystemFolderPath T:\exchsrvr\SG2\Alternate_SG 


3. Use the new-mailboxdatabase command to add target databases to the alternate 
storage group:


new-mailboxdatabase -Name db_name -MailboxDatabaseToRecover 
db_name -StorageGroup exch_server\alt_name -EdbFilePath 
edb_path
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where: 


• db_name is the name of the database that will be recovered.


• -EdbFilePath is the path of the database in the alternate storage group, not the 
original storage group.


• edb_path is the path to the database file in the alternate storage group directory.


Note: The alternate storage group database name must match exactly the original 
database name. 


For example, the name for the alternate storage group specified in 
new-mailboxdatabase -Name: is DB1, the same as the name of the original database 
name specified in MailboxDatabaseToRecover, DB1.


new-mailboxdatabase -Name DB1 -MailboxDatabaseToRecover DB1 
-StorageGroup bv-rmx64-1\Alternate_SG -EdbFilePath 
U:\exchsrvr\SG2\Alterenate_SG\DB1.edb 


4. Repeat new-mailboxdatabase command for each database that will be recovered. 
Ensure to specify the correct database name and edb path.


5. NMM allows the administrator to leave the database offline or have it automatically 
put online after the restore: 


• If you choose to leave the database offline after the restore, you must manually 
mount the database with the mount-database command:


mount-database –Identity exch_server\sg_name\db_name


For example:


mount-database –Identity bv-rmx64-1\Alternate_SG\DB1


• You can dismount databases with the dismount-database command:


dismount-database –Identity exch_server\sg_name\db_name


For example:


dismount-database –Identity bv-rmx64-1\Alternate_SG\DB1


6. To repeat an alternate storage group:


a. Restore by using the same database after you have mounted it.


b. Set the database can be overwritten property:


set-mailboxdatabase –Identity “exch_server\alt_sg_name\db_name” 
–AllowFileRestore:$true 


For example:


set-mailboxdatabase –Identity “bv-rmx64-1\Alternate_SG\DB1” 
–AllowFileRestore:$true 
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To recover to an alternate storage group:


1. In the Select Storage Group Restore Destination dialog box, select Alternate Storage 
Group.


2. In the Exchange Server list, select the Exchange Server that contains the alternate 
storage group. 


3. If the alternate recovery storage group is not available, then the No Recovery Storage 
Group exists dialog box appears: 


a. In the dialog box, click Yes. 


The Create Exchange 2007 Recovery Storage Group dialog box appears. 


b. Provide details for the new Recovery Storage Group in this dialog box.


c. Click OK. The new Recovery Storage Group is successfully created.


4. In Select Alternate Storage Group select the storage group, and then click OK.


5. Click Start Recover. 


After the restore, the administrator may need to mount the databases if the option to put 
databases online was automatically selected. 


Performing Exchange Server 2007 directed recovery


If a problem occurs when recovering to the original Exchange Server host, such as disk 
drive failure, you can perform a directed recovery to recover Exchange data to a different 
Exchange Server.


The database portability feature in Microsoft Exchange Server 2007 allows a mailbox to be 
mounted on any server in the same organization. Microsoft TechNet describes this feature 
in more detail. 


In the normal NMM backup and recovery process, the backup flows in the following 
direction: 


1. The NMM client is installed on the computer that will be backed up. For example, 
ExchangeServer1.


2. That NMM client is configured to work with a specific NetWorker server on another 
computer. For example, NetWorkerServer1.


3. Backups are configured on and performed by the NetWorker server, NetWorker 
Server1. 


4. Recovery is performed through the NMM client UI on the NMM client computer, 
ExchangeServer1, and recovered to the same NMM client computer.


In a directed recovery, the NMM client is also installed on another server, for example 
Server2. The recovery of ExchangeServer1 is “directed” from the NMM client on Server2:


1. The NMM client is installed on the computer that will be backed up. For example, 
ExchangeServer1.


2. The NMM client is also installed on another computer that will direct the recovery. For 
example, Server2.
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3. The NMM client on both machines are configured to work with the same NetWorker 
server on another computer. For example, NetWorkerServer1.


4. Backups are configured on and performed by the NetWorker server, NetWorker 
Server1. 


5. Recovery of ExchangeServer1 is performed through the NMM client UI on another 
NMM client computer, Server2, and recovered to another location. 


Performing a directed recovery
To perform a directed recovery of an Exchange Server with NMM:


1. In NetWorker, create a backup of the NMM client, the Exchange Server. 


2. Run NMM on the machine that will receive the data. 


3. Connect to the NetWorker server that hosts the NMM Exchange Server client.


4. Add the NMM Exchange Server client that created the backup as a locally viewable 
client.


Figure 26 on page 107 shows the default of only one NMM client available, the local 
client. 


Figure 26  Local client on the taskbar next to Client


5. On the Options menu, click Configure Options. 


6. Click the Refresh button, which is to the right of the Client name. Figure 27 on 
page 107 shows the Select Viewable Clients dialog box. The clients available on the 
NetWorker server that you are attached to are listed under Available clients on.


Figure 27  Select Viewable Clients dialog box


7. Click the client to add in the Available clients on menu, and then click Add. Add or 
remove clients as needed.
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8. Click OK.


9. Click the Client list, and select the client that created the Exchange Server backup as 
the current local client.


10. If the Snapshot Management or Monitor is the active navigation bar item, and you are 
prompted with the Navigate Away dialog box, click Yes. 


11. On the Exchange Recover Sessions bar, select Recover Options. 


The Exchange Recover Session Options dialog box appears.


12. Recover the remote client backup to local the Exchange Server.


Selecting a storage group restore destination
When restoring from a point-in-time backup, NMM copies files from a snapshot to the 
specified location. When restoring from a rollover, NMM copies files from a NetWorker 
device such as tape, file, or adv_file to the specified location.


“Performing Exchange Server 2007 directed recovery” on page 106 provides details.


When you use the restore to an RSG feature, always delete the existing RSG and then 
create a new RSG. Right-click the RSG and select Delete RSG.


NMM provides several options for selecting the target storage group. You specify these 
options in the Select Storage Group Restore Destination dialog box, which you access in 
the Exchange Recover Session.


Figure 28 on page 108 displays the options available in this dialog box.


Figure 28  Select Storage Group Restore Destination dialog box
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The Select Storage Group Restore Destination dialog box provides the following settings 
and information:


◆ <Storage Group Name> Storage Group (Source) — This box displays the name of the 
storage group selected in the Browse tab in the Exchange Recover Session window.


◆ Restore To (Destination) — This specifies where you want to restore the storage group.


◆ Exchange Server — By default, this is the server or virtual server where the source 
storage group is located. You can select a different server here if you are recovering to 
an RSG or alternate storage group that is not on the source server. 


◆ Original Storage Group — This specifies to restore the content to the original storage 
group, which will overwrite the content currently in that storage group.


◆ Recovery Storage Group — This specifies to restore the storage group to a separate 
RSG that you have already created: 


• Recovering to an RSG allows you to browse and select items to restore without 
overwriting the entire storage group. When this option is selected, the Check 
Recovery Storage Group dialog box appears. 


• The Check button verifies that the Recovery Storage Group exists and databases 
are configured correctly.


◆ Alternate Storage Group — This specifies to restore databases to a different storage 
group. When you select this option, the Select Alternate Storage Group dialog box 
provides a menu where you can select from the available storage groups available on 
the Exchange Server listed in the Restore To dialog box. 


Note: Exchange Server 2007 does not support restoring a public folder to the RSG. If a 
storage group contains a public folder, it cannot be selected. Only the mailboxes within 
that storage group can be selected. 


The steps to specify which location to restore to are described in the separate procedures 
for each location type:


◆ “Recovery to the original storage group” on page 96


◆ “Recovery to an Exchange RSG” on page 97


◆ “Recovering to an alternate storage group” on page 104


◆ “Performing Exchange 2007 recovery” on page 96 provides configuration details.


Performing Exchange Server 2010 and 2013 recovery
This section provides the following information:


◆ “Performing full recovery” on page 110


◆ “Performing advanced recovery” on page 110


◆ “Performing granular recovery of mailbox, folder, or email” on page 117
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Performing full recovery


You can recover the contents of a backed up database to the original database by 
performing full recovery.


To perform full recovery:


1. From the left pane, select Exchange Recover Session, and then select one of the 
following: 


• Database Recover (default) to view Exchange database backups.


• RDB Mailbox Recover to browse and recover Exchange 2010 and 2013 items from 
existing RDB databases.


• Granular Level Recover to browse and recover items from databases without first 
having to restore the database to an RSG or RDB.


2. If no databases appear, click View > Refresh.


3. Select the database in the NMM 3.0 GUI.


4. If the database is not listed, select a browse time that includes the desired backup. 
The NetWorker Administration Guide provides details.


5. Select Recover in the taskbar.


Always perform a full backup after performing a point-in-time or roll-forward recovery.


Performing advanced recovery


In NMM 3.0, by using Recover Session > Recover Options > Advanced Recover you can 
recover a database to:


◆ A selected Recovery Database (RDB) — Exchange Server 2010 Service Pack 1, Rollup 6 
or later, and Exchange 2013 support the ability to restore data directly to a RDB. 
Mounting the recovered data as a RDB allows you to restore individual mailboxes or 
individual items in a mailbox. Public folders cannot be recovered to an RDB.


◆ An alternate database mounted on the mailbox server where:


• Backup was performed.


• Backup was not performed.


◆ A remote database — In remote database recovery, a selected mailbox database is 
restored to a remote mailbox server, in the Exchange DAG where the active database 
resides. The remote database recovery option is only available for Exchange Server 
DAGs and not for Exchange Server stand-alone.


Alternate and remote recovery are supported only in the same domain. Cross-domain 
Exchange recovery is not supported. That is, if two hosts are in different domains, 
alternate or remote recovery cannot be performed.
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Recovering to a DAG
To perform recovery of a DAG database:


1. To identify the Exchange database that must be recovered:


a. Use the Exchange Management Console (EMC), the or Exchange Administrative 
Console (EAC), or a shell script to determine the DAG member where the active 
copy of the database.


b. Log on to the Exchange member that is running the active copy of the database 
that will be recovered.


c. From the EMC, open the database properties and select the This database can be 
overwritten by a restore checkbox.


2. Suspend the passive copy of the database that will be recovered. “Additional 
requirements for recovering databases in a DAG” on page 90 provides details.


3. From the left pane, select Exchange Recover Session, and then select one of the 
following: 


• Database Recover (default) to view Exchange database backups.


• RDB Mailbox Recover to browse and recover Exchange 2010 and 2013 items from 
existing RDB databases.


• Granular Level Recover to browse and recover items from databases without first 
having to restore the database to an RSG or RDB.


4. Select the DAG name for the client on which the NMM client software was configured 
for backup.


5. If no databases appear, click View > Refresh.


6. Select the DAG database to be recovered as shown in Figure 29 on page 111.


You can browse and recover individual mailboxes and mailbox items from the list on 
the right pane.


Figure 29  Select Exchange database


7. In the Exchange Recover Session toolbar, click the Advanced Recover Option.
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The Advanced Recover dialog box appears, as shown in Figure 30 on page 112. This 
dialog box lists the three steps for recovery:


• Select Recovery


• Select DB & Server


• Summary


Figure 30  Advanced Recovery dialog box


Click Recover Options to skip the steps for Advanced Recovery and perform full 
recovery of the database listed in Database (Source).


8. In Select Recovery Type, under Recovery Type, select one of the following:


• Recovery Database (RDB) Recovery — “Recovering to a Recovery Database (RDB)” 
on page 112provides details.


• Alternate Database Recovery — “Recovery to an alternate database” on page 115 
provides details.


• Remote Database Recovery — “Recovery to a remote database” on page 116 
provides details.


Recovering to a Recovery Database (RDB)
RDB recovery is possible only when Exchange 2010 Service Pack 1, Rollup 6 or later, or 
Exchange Server 2013 is installed. 


To browse the Exchange Server Recovery Database (RDB) for mailbox, folder, and message 
recoveries, it is no longer necessary to install both the CAS and mailbox roles on the same 
server. 
 
In a multi-tenant environment, an administrator is created for each tenant. But when the 
user logs in as a domain administrator and performs RDB browsing, there is a conflict in 
names due to existence of more than one administrator. To work around this issue, create 
a new user (for example, “NMMBackupUser”) and add this user as member of 
“Organization Management” to each of the tenants.
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RDB browsing fails if the user credentials used for the operation have an Alias in Active 
Directory. In this situation, you must create a user (without an Alias) and install NMM with 
the credentials of the new user. Provide the necessary permissions and use the user 
account for RDB browsing operations. 


Performing RDB recovery


To perform recoveries to RDB for Exchange 2010 or 2013:


1. In the Advanced Recovery window, select Recovery Database (RDB) Recovery and click 
Next. 


The Manage RDB window appears, as shown in Figure 31 on page 113.


Figure 31  Manage RDB window


2. You can create an RDB or select an RDB from the Recovery Database (RDB) List. To 
create an RDB, click Create.


The Create RDB window appears, as shown in Figure 32 on page 113.


Figure 32  Create_DB window


In the Create_DB window:


a. In the RDB Name field, type a name for the new RDB.


b. In the EBD File Path field, browse and select the file path location for the new RDB.


c. In the Log File Path field, browse and select the location for the log file.
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Previously, due to a Microsoft requirement, the Exchange Server 2010 database logs 
path and Mailbox databases that reside on the same volume could not be stored in 
the same file path location. This restriction has been lifted.


d. Click Create. 


The new RDB is created and appears in the Recovery Database (RDB) List.


3. From the Manage RDB window, you can also:


• Delete a RDB — Select the RDB from the Recovery Database (RDB) List and click 
Delete, as shown in Figure 33 on page 114.


Figure 33  Delete RDB Confirmation window


• Unmount a RDB — If a RDB is mounted but you are getting an error during recovery, 
you can unmount the RDB and then re-mount the same or another RDB for 
recovery. To unmount a RDB, select the RDB from the Recovery Database (RDB) List 
and click Unmount.


• Mount a RDB — Select an RDB from the Recovery Database (RDB) List and click 
Mount. Only one RDB can be mounted at a time.


Ensure that the RDB is mounted on the current node of the NMM client for 
successful recovery. If the database being recovered is not mounted on the current 
node or if replication is on, then the recovery will fail. 


• Overwrite a RDB — Select an RDB from the Recovery Database (RDB) List and click 
RDB Overwrite. The RDB is overwritten by the recovery operation.


Ensure that the RDB is mounted before proceeding to the next step. 


4. Select the created RDB and click Next.
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The Exchange Recovery Summary window appears, as shown in Figure 34 on 
page 115. This window lists the Exchange Server recovery options and the NetWorker 
recovery options and allows you to review the details before proceeding with recovery.


Figure 34  Exchange Recovery Summary


5. To proceed with recovery, click Start Recovery.


Recovery to an alternate database
Alternate database recovery is supported on any Mailbox server. In this type of recovery, 
the backed up Mailbox database is recovered to a new database other than the original 
Mailbox database. Alternate database recovery is supported in both Exchange 2010 and 
2013 stand-alone and DAG environments.


To perform recoveries to an alternate database:


1. In the Advanced Recovery window, select Alternate Database Recovery for recovery to 
an alternate database.


2. Click Next.


The Select Database window with a list of alternate databases appears, as shown in 
Figure 35 on page 115.


Figure 35  Select Database window
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3. Select the database to which you want to perform the recovery and click Next.


The Exchange Recovery Summary window appears. This window lists the Exchange 
Server recovery options and the NetWorker recovery options and allows you to review 
the details before proceeding with recovery.


4. To proceed with recovery, click Start Recovery.


Recovery to a remote database
Remote database recovery is supported only in an Exchange 2010 or 2013 DAG 
environment. You cannot perform a remote recovery to a host that is not a part of DAG.


By performing remote recovery, you can start roll-forward or PIT recovery from a Mailbox 
server that is not actually mounted. After remote recovery is started from DAG member 
server where the Mailbox database is not mounted (the Mailbox database with the 
passive copy) the recovery service nsrsnap_vss_recover.exe is automatically started in the 
DAG member server where the Mailbox database was originally mounted (the Mailbox 
database with the active copy). 


To perform recoveries to a remote database:


1. In the Advanced Recovery window, select Remote Database Recovery for recovery to 
an remote database in an Exchange DAG member.


2. Click Next.


The Select Database window appears with a list of remote databases.


Figure 36  Select Database window


3. Select the database to which you want to perform the recovery and click Next.


The Exchange Recovery Summary window appears. This window lists the Exchange 
Server recovery options and the NetWorker recovery options and allows you to review 
the details before proceeding with recovery.


4. To proceed with recovery, click Start Recovery.


Accessing archive mailboxes in Recovery Databases
Microsoft does not support access to archive mailboxes in the RDB through MAPI. A 
MAPI_E_FAILONEPROVIDER (0x8004011d) error will occur when a MAPI application 
attempts to log on. 
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You can work around this by using the Restore-Mailbox cmdlet to restore data from the 
archive mailbox in the Recovery Database:


1. Get the archive mailbox GUID from the get-mailbox cmdlet for the user whose archive 
mailbox you want to restore. For example, in PowerShell:


[C:\>Get-Mailbox <alias> | Fl Name, Archive*
...
ArchiveGuid : <GUID>


2. Run the Restore-Mailbox cmdlet. For example, in PowerShell:


C:\>Restore-Mailbox -RecoveryDatabase <Recovery Database Name> 
-RecoveryMailbox <GUID> -TargetFolder <Target Folder Name> -Identity 
<alias>


This restores the mailbox data back to a live mailbox, where the user can work with it.


The Microsoft TechNet article “Restore-Mailbox” 
http://technet.microsoft.com/en-us/library/bb125218.aspx provides more information 
about using this cmdlet.


Performing granular recovery of mailbox, folder, or email


Before performing RDB item level browsing, ensure that Exchange Server 2010 or 2013 
permissions for RDB Mailboxes browsing are provided. 


RDB recovery is possible only when Exchange 2010 Service Pack 1, Rollup 6 or later, or 
Exchange Server 2013 is installed.


To provide the permissions, perform the following steps:


1. On the Microsoft Exchange Server, select the Start > All Programs > Exchange 
Management Shell.


2. Enable Send-As and Receive-As permissions. 


For example: 


get-mailboxserver <Exchange Server name> | 
Add-AdPermission -user <username> -accessrights 
ExtendedRight -extendedrights Send-As, Receive-As, 
ms-Exch-Store-Admin


where:


– <Exchange Server name> is the server where the RDB Mailbox is located.


– <username> is the name of the user being granted permissions.


3. Install the MAPI/CDO Kit.


4. Ensure that the logged-in user has a configured mailbox with at least one mail sent 
and received.
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To recover a mailbox, folder, or email:


1. Open the NMM client GUI.


2. Select the NetWorker Server on which the NMM client software was configured for 
backup. 


3. Select the mailbox, folder, or email to be recovered, as shown in Figure 37 on 
page 118.


Figure 37  Select mailbox, folder, or email for recovery


4. Select Recover in the taskbar.


Performing a quick recovery of a deleted mailbox
The procedure to recover a deleted Exchange Server mailbox is performed independent of 
NMM backup or recovery operations.


In the event that a user mailbox is deleted, you can quickly recover the mailbox through 
the Exchange Management Console. 


To recover a deleted mailbox (for Exchange Server 2007) or databases (for Exchange 
Server 2010 or 2013):


1. In Exchange Management Console, ensure that deleted user mailbox entry appears 
under Disconnected mailbox under Recipient management.


2. Re-create the user mailbox with same name.


3. Disable the re-created user mailbox.


4. Open Disconnected mailbox under Recipient management; and then select the user 
mailbox which was accidentally deleted.


5. Right-click the user mailbox and then select Connect.


6. Select the User mailbox radio button, and then click Next.


7. Select Matching user > User mailbox, and then click Next. The deleted user mailbox is 
then re-created under Recipient management > Mailbox.
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Note: Recreated deleted mailboxes are not always immediately visible. It may take from 15 
minutes to an hour before the mailbox is visible and accessible through Outlook.


Recovering Exchange Server mailbox, public folder, or public 
folder mailbox database files


You can use NMM and third-party software, such as Ontrack PowerControls, to perform a 
granular recovery of Exchange Server mailbox, public folder, or public folder mailbox 
database items. NMM supports recovery for Exchange Server 2007, 2010, and 2013. 


To perform granular recovery of Exchange Server database items by using NMM and 
Ontrack PowerControls, perform the following tasks:


1. Use NMM to back up the database.


2. Use NMM to perform a flat file recovery of the database by performing one of the 
following procedures:


• To recover files from a network location: “Recovering Exchange Server mailbox, 
public folder, or public mailbox databases from a network location” on page 119.


• To recover files to a remote machine: “Recovering Exchange Server mailbox, public 
folder, or public mailbox database to a remote machine” on page 120.


3. Use third-party software, such as Ontrack PowerControls, to perform a granular 
recovery of the Exchange flat files.


The GLR procedure varies depending on the third-party tool you use. The third-party 
tool documentation provides information about GLR from Exchange flat files.


The recovery process is the same for all supported versions of Exchange Server, although 
the backup save sets and application information vary depending on the version 
Exchange Server you use. The steps in these procedures use an Exchange 2010 DAG as an 
example.


Recovering Exchange Server mailbox, public folder, or public mailbox databases from 
a network location


To recover the Exchange Server mailbox, public folder, or public folder mailbox database 
flat file, log onto the DAG node client where you performed the backup and perform the 
following steps:


1. In the NMM GUI, start a recovery session:


a. Open the NMM client GUI.


b. On the main toolbar, select the Client drop-down menu, and then select the DAG 
client.


c. Click View and then click Refresh.


d. Click Recover > Exchange 2010 Recover Session > Database Recover. 


The NMM GUI shows the mailbox databases that are available for recovery. 
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2. In Regedit, create entries for RestoreWithoutVSSMethod and ExchangeDataFilePath 
and modify the Value data:


a. Open Regedit.


b. Browse to HKEY_LOCAL_MACHINE\SOFTWARE\Legato\Networker\VSSClient.


c. Create a String Value registry entry named RestoreWithoutVSSMethod.


d. Right-click RestoreWithoutVSSMethod, select Modify, and type Yes in the Value 
data field.


e. Create a second String Value registry entry named ExchangeDataFilePath. 


f. Right-click ExchangeDataFilePath, select Modify, and type an alternate file path in 
the Value data field. For example, C:\alter.


The alternate file path is the location to which NMM will recover the Exchange 
Server database. Inside this path, NMM will create two folders: DB and Logs. NMM 
will recover the .edb files to the DB folder. NMM will recover the log files to the Logs 
folder.


g. Close Regedit.


3. In the NMM GUI, start the flat file recovery of the database:


a. Select the mailbox, public folder, or public folder mailbox database you will 
recover.


b. From the Exchange Recover toolbar, click Recover.


c. After the flat file recover completes, open the alternate path you specified (for 
example, C:\alter) and verify that the logs and .edb files recovered as expected. 


4. Open Regedit, browse to the RestoreWithoutVSSMethod registry entry, select Modify, 
and type Yes in the Value data field.


After successful NMM flat file recovery, NMM changes the Value Data of the 
RestoreWithoutVSSMethod registry entry to “No.” Each time you perform a flat file 
recovery, you must manually change the RestoreWithoutVSSMethod entry value to 
“Yes” again.


With a third-party tool, such as Ontrack PowerControls, you can use the files in these 
folders to perform an item-level recovery to a target user mailbox that is in production.


Recovering Exchange Server mailbox, public folder, or public mailbox database to a 
remote machine


To recover the Exchange Server mailbox, public folder, or public folder mailbox database 
flat file to a remote machine, you must map a network drive and specify that network drive 
path as the value for a new registry entry named ExchangeDataFilePath.


1. On the remote machine that you’ll recover the database to, create a folder. For 
example: E:\folder.


2. On the DAG node where you performed the backup, map a network drive to the folder 
you created on the remote machine. For example, Z:\ is a mapped network drive on 
the DAG node, and Z:\ points to E:\folder on the remote machine.
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3. In Regedit, create entries for RestoreWithoutVSSMethod and ExchangeDataFilePath 
and modify the Value data:


a. Open Regedit.


b. Browse to HKEY_LOCAL_MACHINE\SOFTWARE\Legato\Networker\VSSClient.


c. Create a String Value registry entry named RestoreWithoutVSSMethod.


d. Right-click RestoreWithoutVSSMethod, select Modify, and type Yes in the Value 
data field.


e. Create a second String Value registry entry named ExchangeDataFilePath. 


f. Right-click ExchangeDataFilePath, select Modify, and type the path of the network 
drive you mapped in the Value data field. For example, Z:\.


The alternate file system path is the location to which NMM will recover the 
Exchange Server database flat files. Inside this path, NMM will create two folders: 
DB and Logs. NMM will recover the .edb files to the DB folder and the log files to 
the Logs folder.


g. Close Regedit.


4. After the recovery completes, verify that the database files recovered successfully to 
the remote machine. For example, verify that the files are recovered to E:\folder.


5. Perform the flat file recovery of the mailbox or public folder database:


a. On the DAG node where you performed the backup, open the NMM GUI.


b. Select the mailbox or public folder database you will recover.


c. From the Exchange Recover toolbar, click Recover.


d. After the flat file recover completes, verify that NMM recovered the logs and .edb 
files to the folder you created. For example, E:\folder. 


6. Open Regedit, browse to the RestoreWithoutVSSMethod registry entry, select Modify, 
and type Yes in the Value data field.


After successful NMM flat file recovery, NMM changes the Value Data of the 
RestoreWithoutVSSMethod registry entry to “No.” Each time you perform a flat file 
recovery, you must manually change the RestoreWithoutVSSMethod entry value to 
“Yes” again.


With a third-party tool, such as Ontrack PowerControls, you can use the files in these 
folders to perform item-level recovery to a target user mailbox that is in production.


Recovering a deleted Exchange Server 2007, 2010, or 2013 
mailbox database or public folder database


NMM supports recovering the following Exchange Server databases outside of the 
Exchange VSS process:


◆ Exchange Server 2007, 2010, or 2013 mailbox databases


◆ Exchange Server 2013 public mailbox databases


◆ Exchange Server 2007 and 2010 public folder databases to the Windows file system

121







You can recover mailbox databases that have been removed from the Exchange server and 
the Active Directory. You can also recover the databases so that you can perform data 
mining for Exchange public folders or public mailbox databases with third-party tools.


To recover the data, perform the following steps:


1. In the registry key location 
HKEY_LOCAL_MACHINE\SOFTWARE\Legato\NetWorker\VSSClient, add an entry 
“RestoreWithoutVSSMethod” as a string value with a data value of “true” or “yes”. 


When the recovery completes, NMM changes this entry to “false” or “no” to prevent 
accidental re-execution of the recovery.


2. In the registry key location 
HKEY_LOCAL_MACHINE\SOFTWARE\Legato\NetWorker\VSSClient, add a single 
registry entry named “ExchangeDataFilePath” as a string value. For the string value, 
type the name of the directory to which you intend to recover the files.  
For example “C:\hold”.


This directory must exist before you create the registry entry. The directory should also 
be empty prior to a recovery. Either empty the directory prior to a new recovery or set 
this value to a new directory for each recovery.


During the recovery, NMM appends the \DB and \Logs directories under the file path 
you specify. If you do not provide a directory, an error displays. 


3. For Exchange 2007, verify that the storage group exists. 


If the original storage group was deleted, create a new storage group using the same 
name.


4. In the NMM GUI, select the NMM client and then use the Recover > Exchange Recover 
Session > Database Recover option to recover the deleted database or public folder to 
the directory entered in step 2 above. 


If the database is not listed, select a browse time that includes the desired backup. 
The NetWorker Administration Guide provides details. 


Although the job summary will not note that the recovery is to a Windows file system, 
as long as the database itself is online, there is no danger of over-writing the live 
database.


5. To recover deleted Exchange databases, refer to the Microsoft documentation: 
http://technet.microsoft.com/en-us/library/bb124040(v=EXCHG.65).aspx  


6. To perform data mining using third-party tool such as Ontrack PowerControls, refer to 
the PowerControls for Exchange documentation.


Recovering NetWorker Module for Microsoft Exchange backups
NetWorker Module for Microsoft Exchange (NME) and NMM can not be installed on the 
same client. NME and NMM use some of the same binaries for item level browsing and 
recovery, so running both NME and NMM on the same client causes versioning conflicts 
for the common binaries. 
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To recover NME data after migrating from NME to NMM, perform the following steps:


1. Uninstall NMM, leaving the NetWorker client software running.


2. Install NME.


3. Recover the NME data.


4. Uninstall NME.


5. Re-install NMM.


Best practices and recommendations
Review the following best practices for Exchange backup and recovery:


◆ You can reduce backup time by spreading data across different storage groups. For 
example, it takes longer to back up a single storage group or database with 200 GB of 
data, than it does to back up 200 GB of data spread across 10 different storage 
groups or databases. 


◆ In addition to your scheduled full backups, you should also perform a full backup copy 
of Exchange Server after:


• Every successful recovery.


• Upgrading to NMM from previous releases of NetWorker clients.


• You change the database directory path or the Log Path or System Path.


◆ Ensure that you have mounted all databases before backing up the Exchange Servers. 
Unmounted databases are not backed up.


◆ For Exchange Server 2007, ensure that database (mailbox and public folder) files and 
transaction log files reside on separate volumes for backup, otherwise the backup will 
fail. Also, ensure that the volume drive letter of the databases files is different from 
the volume drive letter of the transaction log files.


◆ If you delete Exchange objects like storage groups and databases in Exchange Server 
2007 or databases in Exchange Server 2010 or 2013, you cannot recover these 
objects until you perform disaster recovery. Objects from the Exchange Server should 
not be deleted unless they no longer need to be recovered.


◆ After upgrading to the NMM client from the NetWorker Module for Exchange (NME), 
you cannot recover Exchange backups that were performed with NME. To ensure that 
you can recover all Exchange data to the point-in-time of the upgrade, perform a full 
backup of Exchange data immediately after upgrading to the NMM client.


◆ Save sets and backup groups that include the Exchange writer cannot include any 
other volumes, applications, or non-Exchange items in the save set. 
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◆ Exchange Management tools must be installed on a proxy host. The Exchange 
Management tools include the Exchange consistency checker utility Eseutil.exe which 
is required and used by the proxy host.


Ensure that the version of Eseutil, including service pack level, installed on the proxy 
host is the same as that installed on the Exchange Server. For example, if Exchange 
Server 2007 is installed, then the version of Eseutil that is installed on the proxy host, 
must be from the Exchange Server 2007 management utilities. Otherwise, the 
consistency checker utility will report errors even when the database is valid.


Exchange recovery limitations


Review the following limitations when backing up and restoring Exchange objects with 
NMM:


◆ For Exchange Server 2007, you cannot restore a single mailbox database using 
point-in-time recovery — A single mailbox database cannot be restored by using 
point-in-time recovery of Exchange, because it requires both logs and databases to be 
selected for restore:


• VSS-marking semantics do not allow selecting logs for backup or restore. 
• Logs are included only when you select a storage group for backup or restore. 
• Logs are not included when you select a database.


◆ Roll-forward recovery is not possible after point-in-time restore — After you complete a 
successful point-in-time restore, perform a full backup of the Exchange Server so that 
you can perform roll-forward recovers. 


◆ No support for RSG configuration where the RSG system path restore location and RSG 
logs restore location are different — Although Microsoft Exchange Server supports an 
RSG configuration where the RSG system path restore location and RSG logs restore 
location are different, NMM currently does not support that configuration. The 
location for the RSG system path and the RSG log path must be the same.


◆ MAPI memory errors when recovering mailbox items from RSG databases — There is a 
known memory error that may occur with Microsoft Exchange MAPI when recovering 
mailbox items from RSG databases. The error MAPI_E_NOT_ENOUGH_MEMORY may 
be reported in the NMM logs. When this error occurs, NMM recovers the mailbox item, 
but may lose properties such as the original font and formatting.


This is a known problem, but Microsoft has no workaround or fix for this issue at this 
time. 
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Chapter 5
Message and Granular Level Restore 


The following topics explain how to restore Exchange Server items at a granular level, such 
as user mailboxes, user mailbox folders, and messages:


◆ Recovering with item-level recovery.......................................................................  126
◆ Performing item-level recovery using GLR ..............................................................  128
◆ Performing a item-level recovery to an alternate mailbox .......................................  130
◆ Performing an item level recovery of an archive user mailbox ................................  130
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Recovering with item-level recovery
In a conventional Exchange database restore, entire databases are replaced or restored. 
Retrieving large backups and restoring them can use significant network, memory, 
processor, and storage resources and may also affect production server performance. 


NMM supports granular level recovery so that you can restore individual items from within 
an or Exchange 2007 storage group database or an Exchange Server 2010 or 2013 
database, such as individual user mailboxes, mailbox folders, and messages. Individual 
folders can be browsed and selected from the restored data, and then restored to the 
individual’s mailbox.


NMM mounts the backup set to a virtual drive, where you can browse the contents of the 
backup without actually moving or copying the data. During the mount process, NMM 
copies required log files from the server. The virtual drive is created quickly and does not 
require any significant amount of disk storage space. You can browse and select the 
recovered data from this virtual drive as if you were looking at an actual recovery 
database, down to the folder level. 


Only when you send the restore request are actual items copied out of the backup set to 
the user’s mailbox. The items are placed in a folder in the user’s mailbox called Restored 
Items, where the user can browse and select the items to keep - just like any other folder 
in their mailbox. Using GLR saves you the time and resources needed to browse the actual 
database and retrieves only the items you selected. 


You can restore to an Exchange Server RDB or RSG without disrupting the active 
production databases and servers. After you restore to the RDB or RSG, you can browse 
and select individual mailboxes to restore to the production server while it is online.


After a successful GLR recovery, until you perform another GLR or a different type of a 
restore operation, the GLR RDB or RSG remains mounted and maintains a Read connection 
with the original device. You must delete the GLR RDB or RSG before you can perform a 
Stage operation.


The NetWorker Module for Microsoft Release 3.0 Administration Guide provides more 
information about GLR.
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GLR considerations


The following requirements must be met to recover granular Exchange data:


◆ One of the following be must installed on the NetWorker server: 


• NetWorker 7.6.5.1 or higher
• NetWorker 8.0.0.2 or higher
• NetWorker 8.0.1.2 or higher
• NetWorker 8.1.0 or higher


◆ You must have backed up the writer set or the database or storage group save set with 
a GLR-compatible version of NMM 3.0 or later:


• For Exchange Server 2007 writer:


APPLICATIONS:\Microsoft Exchange 2007


• For Exchange Server 2007 storage group:


APPLICATIONS:\Microsoft Exchange 2007\second_group  


• For Exchange Server 2010 writer:


APPLICATIONS:\Microsoft Exchange 2010


• For Exchange Server 2010 database:


APPLICATIONS:\Microsoft Exchange 2010\Database 


• For Exchange Server 2013 writer:


APPLICATIONS:\Microsoft Exchange 2013 


• For Exchange Server 2013 database:


APPLICATIONS:\Microsoft Exchange 2013\Database 


The NetWorker Module for Microsoft Release 3.0 Administration Guide provides more 
information about backups.


◆ The backup must be a full backup. Incremental backups are incompatible with 
Exchange GLR.


◆ Public folders or objects cannot be recovered using GLR. For this reason, they are not 
displayed in the list of folders available for GLR.


The GLR recovery can be performed on backups residing on GLR-compatible 
devices, such AFTD or Data Domain devices.


◆ When browsing folders with more than 10,000 items, NMM might take a significant 
amount of time to display these items. In this case, do one of the following: 


• Restore the entire folder using Exchange GLR without browsing into it.
• Restore the database to the RDB and then browse from there.


◆ In firewall-enabled environments, you must provide firewall exceptions for the 
Windows Remote Management services:


1. Click Start, point to Administrative Tools, click Windows Firewall with Advanced 
Security, and then click Inbound Rules.
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2. On the Inbound Rules window, right-click Windows Remote Management - 
Compatibility Mode (HTTP-In) and then click Disable Rule.


3. Right-click Windows Remote Management (HTTP-In) and then click Disable Rule.


Performing item-level recovery using GLR
To restore mailbox items using Exchange GLR:


1. Open the NMM client GUI.


2. In the host menu, select the NetWorker client on which the NMM client software was 
configured for backup. 


3. If the NMM client is part of a cluster or DAG, select the virtual client name of the cluster 
or DAG to which you are recovering data. You can select the virtual client from the 
client list attribute in the application toolbar. 


4. From the left pane, select Recover, then select Exchange Recover Session, and then 
select Granular Recover.


5. Select the mailbox database to recover, as shown in Figure 38 on page 128.


Only full backups are compatible with GLR. 


Figure 38  Mailbox database to recover


6. In the Exchange Server Session toolbar, click Recover.


• If the backup is GLR-compatible, the recovery will proceed.


• If the backup is not GLR-compatible, you will be prompted to select a version of the 
save set that is GLR-compatible. To select a GLR-compatible save set:


a. Click Yes.


b. Select a backup from the list of backups.


c. Check the Use selected item backup time as new browse time checkbox and 
then click OK. NMM creates an RDB (for Exchange Server 2010 and 2013) or 
RSG (for Exchange Server 2007) and performs the recovery.
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7. In the Exchange Recovery Summary dialog box, click Start Recover, as shown in 
Figure 39 on page 129.


Figure 39  Exchange Recovery Summary dialog box


8. Click OK to clear the Recovered RDB Mailbox Items dialog box.


9. Expand the database to find user mailboxes and folders, as shown Figure 40 on 
page 129.


Figure 40  Expanded user mailboxes and folders


Stop here if you want to restore items to an alternate mailbox, and follow the instructions 
in “Performing a item-level recovery to an alternate mailbox”  on page 130. For example, if 
you want to restore items from Steve’s mailbox to John’s mailbox.


10. Click Recover and then Start Recover to recover the folders you selected.


The items are placed in a new “Restored Items” folder in the user’s mailbox.


You can mount only one virtual drive at a time and browse one RDB or RSG at a time. To 
recover a different version of the selected database, repeat step 4  through step 10 . 
Changing to a different version will dismount the currently mounted virtual drive. NMM 
creates a new virtual drive with data from the newly selected database.
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Performing a item-level recovery to an alternate mailbox
You can recover a user mailbox from any number of active users to any other active user in 
the Exchange organization. Recovery is not support red for deleted users.


When you recover to an alternate mailbox, NMM creates a Recovered Items folder under 
the root of the alternate mailbox. Inside this Recovered Items folder, NMM creates sub 
folders that contain the contents of each user’s recovered mailbox items.


For example, you want to recover some of UserYY and UserZZ’s mail items to UserA’s 
mailbox. NMM creates a folder in UserA’s mailbox called “Recovered Items YYYY-MM-DD 
hh:mm:ss”. Inside that folder, NMM creates sub folders “UserYY” and “UserZZ” and 
recreates their folder structure and mail items. 


To perform a granular level recovery to an alternate mailbox:


1. Start the procedure “Performing item-level recovery using GLR”  on page 128.


2. Follow the steps in the procedure up to step 9 on page 129 to mount the backup to a 
virtual drive.


Do not click Recover in step 10 on page 129 . 


3. In the Advanced Recovery window, select Alternate Mailbox User.


4. Select the user to whom you will recover the mailbox.


• To search for a specific user:


a. In the Name dialog bog, type a name.


b. Click Search.


c. Confirm the user.


• To list all users in the Exchange organization:


a. Click List All Users.


b. Select the user from the list that appears.


5. Click Next. The recovery starts.


Performing an item level recovery of an archive user mailbox
The NMM software does not support the Exchange Server 2010 and 2013 archive mailbox 
feature. To perform an item level recovery of an archive user mailbox, use the 
Restore-Mailbox command to recover personal PST information from an RDB, which is 
recovered by NMM.


Perform the following steps:


1. Create an archive mailbox with a folder, and add a few emails in to the folder.


2. Back up the mailbox database that contains the archive mailbox.


3. Perform RDB recovery.
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4. Run the following command to get the ArchiveGuid for the archive mailbox using 
Exchange Management Shell.


[PS] C:\Windows\system32>get-mailbox arch2 | Fl Name, Archive*


Name                : arch2
ArchiveDatabase     : ArchiveDB2
ArchiveGuid         : 3daa752d-a77c-47b7-ad6e-5a2aa6ee2579
ArchiveName         : {Personal Archive - arch2}
ArchiveQuota        : 50 GB (53,687,091,200 bytes)
ArchiveWarningQuota : 45 GB (48,318,382,080 bytes)
ArchiveDomain       :
ArchiveStatus       : None 


5. Run the following command to recover Archive PST information using Exchange 
Management Shell.


[PS] C:\Windows\system32>Restore-Mailbox -RecoveryDatabase RDB-arch 
-RecoveryMailbox 3daa752d-a77c-47b7-ad6e-5a2aa6ee257 
9 -TargetFolder arch-folder -Identity arch2


Confirm
Are you sure you want to perform this action?
Recovering mailbox content from mailbox 'Personal Archive - arch2' in the recovery 


database 'RDB-arch' to the mailbox
for 'arch2 (arch2@dagrole.com)'. This operation may take a long time to complete.
[Y] Yes  [A] Yes to All  [N] No  [L] No to All  [?] Help (default is "Y"): A


RunspaceId                       : 84eb81f2-b9e8-426f-a1f3-3d2f4bc0e2ee
Identity                         : dagrole.com/Users/arch2
DistinguishedName                : CN=arch2,CN=Users,DC=dagrole,DC=com
DisplayName                      : arch2
Alias                            : arch2
LegacyExchangeDN                 : /o=First Organization/ou=Exchange 


Administrative Group (FYDIBOHF23SPDLT)/cn=Recipien
                                   ts/cn=arch206c
PrimarySmtpAddress               : arch2@dagrole.com
SourceServer                     : EXCH-MB2.dagrole.com
SourceDatabase                   : RDB-arch
SourceGlobalCatalog              : EXCH-HUB
SourceDomainController           :
TargetGlobalCatalog              : EXCH-HUB
TargetDomainController           :
TargetMailbox                    : dagrole.com/Users/arch2
TargetServer                     : EXCH-MB2.dagrole.com
TargetDatabase                   : ArchiveDB2
MailboxSize                      : 6.813 MB (7,143,473 bytes)
IsResourceMailbox                : False
SIDUsedInMatch                   :
SMTPProxies                      :
SourceManager                    :
SourceDirectReports              :
SourcePublicDelegates            :
SourcePublicDelegatesBL          :
SourceAltRecipient               :
SourceAltRecipientBL             :
SourceDeliverAndRedirect         :
MatchedTargetNTAccountDN         :
IsMatchedNTAccountMailboxEnabled :
MatchedContactsDNList            :
TargetNTAccountDNToCreate        :
TargetManager                    :
TargetDirectReports              :
TargetPublicDelegates            :
TargetPublicDelegatesBL          :
TargetAltRecipient               :
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TargetAltRecipientBL             :
TargetDeliverAndRedirect         :
Options                          : Default
SourceForestCredential           :
TargetForestCredential           :
TargetFolder                     : \arch-folder\Recovered Data - Personal Archive - 


arch2 - 02/21/2012 05:08:50
PSTFilePath                      :
RecoveryMailboxGuid              : 3daa752d-a77c-47b7-ad6e-5a2aa6ee2579
RecoveryMailboxLegacyExchangeDN  : /O=FIRST ORGANIZATION/OU=EXCHANGE 


ADMINISTRATIVE GROUP (FYDIBOHF23SPDLT)/CN=RECIPIEN
                                   TS/CN=ARCH206C
RecoveryMailboxDisplayName       : Personal Archive - arch2
RecoveryDatabaseGuid             : 63fab60b-9e58-4c07-9fe1-411b7c39111e
StandardMessagesDeleted          : 0
AssociatedMessagesDeleted        : 0
DumpsterMessagesDeleted          : 0
MoveType                         : Restore
MoveStage                        : Completed
StartTime                        : 2/21/2012 5:08:52 AM
EndTime                          : 2/21/2012 5:08:54 AM
StatusCode                       : 0
StatusMessage                    : This mailbox in the recovery database has been 


restored to the target user mailbox.
ReportFile                       : C:\Program Files\Microsoft\Exchange 


Server\V14\Logging\MigrationLogs\restore-Mailbox
                                   20120221-050850-3906250.xml
ServerName                       : exch-mb2.dagrole.com
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CHAPTER 6
Troubleshooting


The following topics describe solutions for known problems and issues that involve 
Exchange Server backups and recoveries:


◆ Troubleshooting general errors..............................................................................  134
◆ Troubleshooting backups ......................................................................................  135
◆ Troubleshooting recoveries ...................................................................................  138
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Troubleshooting general errors
The following topics explain how to resolve general issues you might encounter while 
using NMM with Exchange Server.


The NMM GUI stops responding when an empty folder is opened on Exchange Server


From the NMM GUI, if you browse and open an empty folder on Exchange Server, the GUI 
stops responding.


Solution


Do the following:


1. Start Windows Task Manager.


2. Under the Processes tab, end the winclient.exe process.


The NMM GUI exits.


3. Open the NMM GUI.


4. Ensure that you browse and open a folder that contains data.


For Exchange Server 2007 and Exchange Server 2010, CPb entries are not deleted 
from volumes after retention


After passive node backups are performed with 1/1/Day All policy, CPb entries are not 
properly deleted from volumes after retention. Although the snapshots are deleted based 
on the snapshot policy, at least one extra CPb entry is present apart from the CPb entries 
for the snapshots. 


Solution


Clean up snapshots and associated flags properly after successful retention.


RM_ExchangeInterface service does not start if a long password is used during user 
login, and backups fail


If a long password or a password with space, for example B@chup Lottery Network, is 
used during user login, the RM_ExchangeInterface.exe service does not start and backups 
fail.
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Troubleshooting backups
The following topics explain issues that may occur during the backup process for an 
Exchange environment, as well as steps to resolve or work around the issues.


Unable to browse mailbox items from a recovered database


If you are unable to browse mailbox items from a recovered database, you must restore 
the original (source) mailbox to an alternate (target) mailbox by running the 
New-MaiboxRestoreRequest or Restore-Mailbox PowerShell cmdlet. Microsoft provides a 
full list of syntax and parameters for these cmdlets.


Table 22  PowerShell cmdlets for restored mailboxes


Exchange 
version PowerShell cmdlet Microsoft website


 


The following examples show the New-MaiboxRestoreRequest and Restore-Mailbox 
cmdlets with sample parameters: 


◆ Exchange 2010 SP1 or later and Exchange 2013 CU1 or later: 


New-MaiboxRestoreRequest -SourceDatabase <RDBNAME> 
-SourceStoreMailbox <GUID_OF_MAILBOX_YOU_WANT_TO_RESTORE> 
-TargetMailbox <ORIGINAL_USER_MAILBOX> -Targetrootfolder 
<Folder_to_restore_into> allowlegacydnmismatch $true  


◆ Exchange 2010: 


Restore-Mailbox -Identity <ALTERNATE_USER_MAILBOX> 
-RecoveryDatabase GLR20120320131224 -RecoveryMailbox 
<ORIGINAL_USER_MAILBOX> -IncludeFolders \Inbox -TargetFolder 
RECOVERY  


◆ Exchange 2007: 


Restore-Mailbox -Identity <ALTERNATE_USER_MAILBOX> -RSGDatabase 
GLR20120320131224 -RSGMailbox <ORIGINAL_USER_MAILBOX> 
-IncludeFolders \Inbox -TargetFolder RECOVERY 


Alternate mount path


If the file system path specified for NSR_ALT_PATH in Exchange client does not exist, it is 
automatically created in NMM. Before performing a backup, delete the specified alternate 
path for the NSR_ALT_PATH attribute.


Exchange 2010 
SP1 or later


Exchange 2013 
CU1 or later


New-MailboxRestoreRequest http://technet.microsoft.com/en-us/library/ff
829875.aspx


Exchange 2010 Restore-Mailbox http://technet.microsoft.com/en-us/library/b
b125218.aspx


Exchange 2007 Restore-Mailbox http://technet.microsoft.com/en-us/library/a
a997694(v=exchg.80).aspx 
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Unmounted or offline databases are skipped


If a database is unmounted or offline when a backup is performed, the backup skips that 
database. Generally, this is not an issue because databases that are not mounted are not 
in production. 


Event log error: Microsoft Exchange Replication service VSS Writer failed


A failed or canceled backup of a passive copy may produce an error in the Event log that 
the Microsoft Exchange Replication service VSS Writer failed. However, this condition may 
be temporary. If this backup failure and error occur, there are two solutions:


◆ If you need to perform an immediate backup, stop and then restart the Microsoft 
Exchange Replication Service writer.


◆ If you wait about 15 minutes, the Exchange server automatically corrects this 
condition.


NTFS softlinks are skipped by default in Windows VSS backups


NMM Windows File System backups using the NMM Windows VSS client will skip NTFS 
softlinks (also known as symbolic links or symlinks). In addition, if an Exchange, 
SharePoint, or Windows Server is configured to save either database files or log files to a 
softlink path, backup will fail. EMC plans to fix this in a future release.


Backups may time out for large Exchange databases when using the default time out 
value


The default time out for how long to wait for snapshot creation, before failing the backup is 
20 minutes. For large Exchange servers or databases, backups may fail because VSS 
snapshot creation may require more than 20minutes. To specify more time to wait for VSS 
snapshot creation before timing out and failing the backup, you can add the registry key 
CC_VSS_ASYNC_TIME_OUT in 
HKEY_LOCAL_MACHINE\SOFTWARE\emc\RMService\RMAgentPS\Client. You must add 
this registry key in each DAG node where the DAG client is installed.


If the firewall causes the connection to shut down: 


1. Set the TCP keepalive parameter to a low value, such as 5 minutes on the following:


• NetWorker server
• NetWorker storage node
• NetWorker client (NMM host)


For example, on Microsoft Windows, create a registry key:


\HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Tcpip\Paramete
rs
Value name: KeepAliveTime
Value Type: REG_DWORD
Value Data: 300000 (Decimal)
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Exercise caution when modifying the Windows registry. The following Microsoft article 
provides details: http://support.microsoft.com/kb/324270.


Your operating system documentation provides information on how to set the TCP 
keepalive parameter.


2. After the backup failure is resolved, you can increase the KeepAliveTime value if 
required based upon your backup environment.


MAPI browsing fails in Central Authentication Service (CAS) array or Network Load 
Balancing (NLB) setup


Sometimes MAPI browsing fails in Central Authentication Service (CAS) array or Network 
Load Balancing (NLB) setup where the CAS server is set to an CAS array or NLB in the NMM 
GUI. The failure may be due to the NLB configuration, NLB type, firewall setup, or so on.


Solution


Set up the individual CAS servers to directly communicate with CAS server in such setups, 
instead of creating an CAS Array or NLB in NMM GUI.


“New page map is wrong size” error is displayed while configuring DAG client 
resource on an Exchange Server 2013 DAG in Windows 2012 operating system 


The following error message is displayed while configuring Exchange Server 2013 DAG 
client resource using the Configuration Wizard for federated backup on Windows Server 
2012: “New page map is wrong size”


Solution


Create the client resource manually by using the NetWorker Management Console.


Unhandled exception occurs during item-level recovery for Exchange Server 2010 
GLR RDB


When performing item-level recovery to an alternate user mailbox for Exchange Server 
2010 GLR, an unhandled exception may occur. 


Solution


Perform the following steps:


1. Close and reopen the NMM UI.


2. Perform GLR recovery.


3. Perform item-level recovery. 
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Exchange Server 2010 backups are not using Data Domain Boost device and the backups are 
instead directed to the storage node (NW148692)


The NMM and NetWorker client do not recognize the Data Domain (DD) device and direct 
their backups to the storage node instead of the DD device.


Solution


◆ Configure the device resource for the DD on the NetWorker server using its IP address 
and not its name. 


◆ Add entries for both the name and IP address of the DDR in the host file on the NMM 
client. 


For Exchange Server 2010, backup fails if a logs volume and a database mount point volume are the 
same and in the same save set


Backup fails if a logs volume and a database mount point volume are the same (for 
example, D:\) and are in the same save set.


Backup fails with the following message:


RM .. 026420 ERROR:An unexpected internal error occurred:
IRD:
mountRestoreState::handleFinalStatusMsg() :
validateState::runState() failed.


Troubleshooting recoveries
The following topics explain issues that may occur while performing Exchange recoveries, 
as well as steps to resolve or work around the issues.


Exchange Server 2010 RDB alternate mailbox item-level recovery is failing with error


Alternate mailbox item-level recovery for Exchange Server 2010 RDB is failing with error: 
An unspecified error has occurred. 1 0 19 E_FAIL.


Solution


The target user must log on to the mailbox through the Outlook Web Application and send 
a few test mails, and then perform item-level recovery to target user mailbox. 


Unhandled exception occurs during item-level recovery for Exchange Server 2010 
GLR RDB


When performing item-level recovery to an alternate user mailbox for Exchange Server 
2010 GLR, an unhandled exception may occur. 


Solution


Perform the following steps:


1. Close and reopen the NMM UI.
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2. Perform GLR recovery.


3. Perform item-level recovery. 


In Exchange Server 2010, unhandled exception occurs when mounting RDB after 
failed recovery


Sometimes, after an RDB recovery failure, when the RDB is dismounted and the NMM GUI 
is left open for a few days without use, and the RDB is then remounted, unhandled 
exception occurs.


Solution


Close and reopen the NMM GUI.


RSG item recoveries fail if more than 500 Exchange Server 2007 folder objects are 
created per MAPI session


By default, MAPI allows the creation of only 500 folder objects per session in Exchange 
2007.


During RSG item-level recovery for a bulk number of users, recoveries fail with the 
following error messages if more than 500 folder objects per session are created:


Calendaring agent failed with error code 0x8000ffff while saving 
appointment.


Mapi session "Microsoft System Attendant" exceeded the maximum of 500 
objects of type "objtFolder".


Solution


Follow the procedure in this Microsoft knowledge base article to change the value in the 
registry key:  
http://technet.microsoft.com/en-us/library/aa997425%28EXCHG.80%29.aspx 


After making the changes specified in the Microsoft knowledge base article, restart 
Microsoft Exchange Information Store service for the changes to take effect.


In Exchange Server 2010, RDB item level recovery fails with “insufficient permissions 
to access mailbox” error


If the mailbox database where the currently logged-in user mailbox resides is not 
mounted, then an RDB item-level recovery might fail with the following error message:


Insufficient permissions to access mailbox


Solution


To be able to browse the contents in RBD, ensure that the mailbox database where the 
currently logged-in user mailbox resides is mounted. MAPI communicates with the RDB 
mailbox through the currently logged-in user mailbox.
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For example, if the user is logged in as Administrator, the mailbox database that contains 
the Administrator mailbox should be mounted.


Cannot browse Exchange Server 2010 RDB on a stand-alone server


Exchange Server 2010 must have an administrative mailbox to browse an RDB with NMM. 
This mailbox is created by default. Sometimes, the Active Directory entry for this mailbox 
becomes corrupt and leads Exchange to believe the following:


◆ The mailbox does not exist.


◆ The user (administrator) already has a mailbox and will not let you create a mailbox.


Solution


Perform the following steps:


1. Manually remove all Exchange Active Directory entries for the administrator by using 
ADSI edit. 


The administrator is visible. 


2. Recreate a mailbox for the administrator. 


After the new mailbox is created, you can browse the RDB.


Recovery fails if new mailbox database is created


After backing up a storage group, if you create a new mailbox in the same storage group 
and then try to recover the storage group, the recovery fails.


Solution


Dismount the newly created database, back up the storage group, and then recover the 
backup.


Alternate storage group directed recovery with different Exchange versions displays 
error message while mounting the database


You must use the same version of Exchange Server for both backup and recovery. If you 
back up an Exchange database from one version of Exchange Server (for example, a 
database from Exchange Server 2007), but perform recovery of the same database from 
another Exchange Server version (for example, using Exchange Server 2010), the recovery 
is successful. However, while mounting the database, the following error message is 
displayed: Database "<Storage Group\Database>" is too new to be upgraded. 


Solution


Ensure that the same version of Exchange database is used for both backup and recovery.
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GLOSSARY

This glossary contains terms related to disk storage subsystems. Many of these terms are 
used in this manual.


A


ad hoc backup See manual backup.


administrator The person normally responsible for installing, configuring, and maintaining NetWorker 
software.


administrators group Microsoft Windows user group whose members have the rights and privileges of users in 
other groups, plus the ability to create and manage the users and groups in the domain. 


advanced file type device 
(AFTD)


Device that supports concurrent backup and restore operations. AFTD storage is designed 
for large disk storage systems that use a volume manager to dynamically extend available 
disk space if the disk runs out of space during backup.


Application Specific 
Module (ASM)


Program that is used in a directive to specify how a set of files or directories is to be 
backed up or recovered. For example, compressasm is a NetWorker directive used to 
compress files.


ASR writer The VSS Writer, which is responsible for identifying critical data that is needed to perform 
an offline restores.


archive Backing up directories or files to an archive volume to free disk space. Archived data is not 
recyclable. 


archive volume Volume used to store archive data. Archived data cannot be stored on a backup volume or 
a clone volume.


auto media management Feature that enables the storage device to automatically label, mount, and overwrite an 
unlabeled or recyclable volume.


autochanger See library.


autochanger sharing See library sharing.


B


backup Operation that saves data to a volume.


See also conventional backup and snapshot.


backup components See metadata document.


backup group See group.
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backup level See level.


backup volume Volume used to store backup data. Backup data cannot be stored on an archive volume or 
a clone volume. See also volume. 


bootstrap Save set that is essential for NetWorker disaster recovery procedures. The bootstrap 
consists of three components that reside on the NetWorker server. The media database, 
the resource database, and the server index.


Boot Configuration Data 
(BCD)


The ASR Writer component that identifies the location of the boot configuration database. 
This is required to perform an offline restore.


browse policy NetWorker policy that specifies how long backed-up data will be readily available for 
recovery. Backed-up data that has not exceeded its browse policy time can be recovered 
more quickly than data that has exceeded its browse policy time but not its retention 
policy time. See also retention policy.


C


carousel See library.


circular logging An option that deletes the inactive transaction log files to reduce the disk space that the 
log files consume on a server.


client Computer, workstation, or fileserver whose data can be backed up and recovered. 


client file index Database that tracks every database object, file, or file system that is backed up. The 
NetWorker server maintains a single client index file for each client. 


client-initiated backup See manual backup.


client resource NetWorker server resource that identifies the save sets to be backed up on a client. The 
client resource also specifies information about the backup, such as the schedule, browse 
policy, and retention policy for the save sets. See also client and resource.


clone Reliable copy of backed up data. Unlike volumes created with a simple copy command, 
clone volumes can be used in exactly the same way as the original backup volume. Single 
save sets or entire volumes can be cloned.


clone volume Exact duplicate of a backup volume. One of four types of volumes that NetWorker software 
can track (backup, archive, backup clone, and archive clone). Save sets of these different 
types may not be intermixed on one volume.


cluster 1. Two or more independent network servers that operate and appear to clients as if they 
are a single unit. The cluster configuration enables work to be shifted from one server to 
another, providing "high availability" that allows application services to continue despite 
most hardware or software failures. Also known as an agent (Sun), logical server (HP 
TruCluster), package (HP-UX), and virtual server (Microsoft). 


2. Group of disk sectors. The operating system assigns a unique number to each cluster 
and keeps track of files according to which clusters they use. 


command line Line on a display screen, also known as a command prompt or shell prompt, where you 
type software commands.
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component 1. Group of related data that must be treated as a single unit for backup and recovery. 


2. In Microsoft VSS terminology, a component is a subordinate unit of a writer.


components metadata 
document


See metadata document.


consistent State of a dataset that is fully and immediately available to an application view.


console server Software program that is used to manage NetWorker servers and clients. The Console 
server also provides reporting and monitoring capabilities for all NetWorker processes.


conventional backup See nonpersistent snapshot. 


critical volume Any volume containing system state files or files for an installed service, including 
volumes mounted as NTFS directories which contain such files. The volume where a 
critical volume is mounted is also considered to be critical. This is required to perform an 
offline restore, however maybe optional for this release depending upon the difficulties of 
implementing this feature.


D


database availability 
group (DAG)


A group of mailbox servers that hosts a set of databases and enables database or server 
level recovery. Each DAG can host up to 16 mailbox servers. 


domain controller Computer that stores directory data and manages user interactions within a domain, 
including logon, authentication, directory searches, and access to shared resources.


Data Mover (DM) Client system or application, such as NetWorker, that moves the data during a backup, 
recovery, or snapshot operation. See also proxy client.


data retention policy See retention policy.


datawheel See library. 


datazone Group of hosts administered by a NetWorker server.


Dynamic Drive Sharing 
(DDS)


Feature that allows NetWorker software to recognize shared drives.


device 1. Storage unit that reads from and writes to backup volumes. A storage unit can be a tape 
device, optical drive, autochanger, or file connected to the server or storage node.


2. When dynamic drive sharing (DDS) is enabled, refers to the access path to the physical 
drive.


Distributed File System 
(DFS)


Microsoft Windows add-on that allows you to create a logical directory of shared 
directories that span multiple machines across a network.


directed recovery Method of recovery that recovers data that originated on one client computer and 
re-creates it on another client computer.


directive Instruction that directs NetWorker software to take special actions on a given set of files 
for a specified client during a backup or recovery operation. Directives are ignored in 
manual (unscheduled) backups.
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disk subsystem Integrated collection of storage controllers or HBAs, disks, and any required control 
software that provides storage services to one or more hosts, such as CLARiiON arrays.


F


failover A safeguard capability that automatically switches the focus of activity from a failed or 
abnormally terminated computer server, disk drive, or network to a redundant standby 
server, drive, or network, with little or no disruption of service. Failover is a feature of 
systems that require high reliability and continuous availability.


file index See client file index.


file system 1. The software interface used to save, retrieve, and manage files on storage media by 
providing directory structures, data transfer methods, and file association. 


2. The entire set of all files.


full backup See level.


G


group Client or group of client computers that are configured to back up files at a designated 
time of day.


granular recovery Granular recovery provides the ability to recover specific files in seconds from a single 
backup. This dramatically reduces the recovery time and the footprint of the backup on 
storage resources.


H


high-available system System of multiple computers configured as cluster nodes on a network that ensures that 
the application services continue despite a hardware or software failure. Each cluster 
node has its own IP address with private resources or disks that are available only to that 
computer.


host ID Serial number that uniquely identifies a host computer.


I


inactivity timeout Number of minutes to wait before a client is considered to be unavailable for backup.


incremental backup Backup level in which only files that have changed since the last backup are backed up. 
See also level.


instant backup Process of creating a point-in-time copy (snapshot) of data from a single client and saving 
it on a primary storage volume, which can be immediately recovered as a backup copy. 


instant restore Process of copying data created during an instant backup to its original location, or to an 
alternate location, during a recover operation. 


J


jukebox See library. 
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label Electronic header on a volume used for identification by NetWorker or other Data Mover 
application.


legacy method Use of special-case Microsoft APIs to back up and recover operating system components, 
services, and applications.


level level


A backup configuration option that specifies how much Exchange data is saved during the 
backup. The Microsoft Exchange level options are:


Full — Backs up databases and transaction logs, and truncates committed logs.


Incremental — Backs up transaction logs created since the last backup, and truncates 
committed logs.


library Hardware device that contains one or more removable media drives, as well as slots for 
pieces of media, media access ports, and a robotic mechanism for moving pieces of 
media between these components. Libraries automate media loading and mounting 
functions during backup and recovery. The term library is synonymous with autochanger, 
autoloader, carousel, datawheel, jukebox, and near-line storage.


library sharing Shared access of servers and storage nodes to the individual tape drives within a library. 


local cluster client NetWorker client that is not bound to a physical machine, but is instead managed by a 
cluster manager. It is also referred to as a logical or virtual client.


locale settings Settings that specify the input and output formats for date and time, based on local 
language conventions.


LUN (logical unit) Logical unit of storage on a CLARiiON system. This refers to a device or set of devices, 
usually in a CLARiiON storage array.


LUN address SCSI identifier of a logical unit number (LUN) within a device target. Each LUN address 
identifies a device on a SCSI bus that can perform input/output (I/O) operations.


M


mailbox database The part of the Exchange Server IS that maintains information in user mailboxes. A 
mailbox database consists of a rich text .edb file, a streaming native Internet content .stm 
file, and associated transaction log files.


MAPI (Microsoft 
messaging API)


A Microsoft API that enables applications to use messaging through Microsoft Exchange.


manual backup Backup that a user performs from the client, also known as an unscheduled backup or an 
ad hoc backup. The user specifies the files, file systems, and directories to back up.


media Physical storage medium, such as magnetic tape, optical disk, or file system to which 
backup data is written.


media database Database that contains indexed entries of storage volume location and the life cycle 
status of all data and volumes managed by the NetWorker server. See also volume.


media index See media database.
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metadata document VSS Information stored in an XML document that is passed from the writer to the 
requestor. Metadata includes the Writer name, files, and components to back up, a list of 
components to exclude from the backup, and the methods to use for recovery. See also 
shadow copy set.


mount To make a database available for use or to place a removable tape or disk volume into a 
drive for reading or writing.


mount point See volume mount point.


N


Network Data 
Management Protocol 


(NDMP)


TCP/IP-based protocol that specifies how heterogeneous network components 
communicate for the purposes of backup and recovery.


NetWorker administrator User who can add to or change the configuration of the NetWorker server, media devices, 
and libraries. NetWorker administrators must have their usernames included in the 
NetWorker server Administrator list. 


NetWorker client See client.


NetWorker Console 
server


See console server.


NetWorker Management 
Console


See console server.


NetWorker server Computer on a network running the NetWorker software, containing the online indexes, 
and providing backup and recover services to the clients on the same network.


NetWorker storage node See storage node.


nonclone pool Pools that contain data that has not been cloned.


noncritical volume A volume containing files that are not part of the system state or an installed service. The 
backup of non-critical volumes is not supported by either product for their initial releases.


nonpersistent snapshot Snapshot backup that is moved to secondary storage on the NetWorker server or storage 
node and is no longer available for instant restore from a supported type of primary 
storage.


O


online indexes Databases located on the NetWorker server that contain all the information pertaining to 
the client backups (client file index) and backup volumes (media database).


online restore A restore operation performed using the normal recover UI, and the computer has been 
booted from an installed operating system.


offline restore A restore operation performed from the Windows PE environment. 


operator Person who monitors the server status, loads backup volumes into storage devices, and 
executes day-to-day NetWorker tasks.
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P


pathname Set of instructions to the operating system for accessing a file. An absolute pathname 
indicates how to find a file starting from the root directory. A relative pathname indicates 
how to find the file starting from the current directory.


persistent snapshot Snapshot that is retained on disk. A persistent snapshot may or may not be rolled over to 
tape.


point-in-time copy (PiT) Fully usable copy of a defined collection of data, such as a consistent file system, 
database, or volume, which contains an image of the data as it appeared at a single point 
in time. A PiT copy is also called a shadow copy or a snapshot.


policy Set of constraints that specify how long the save sets for a client are available for recovery. 
Each client has a browse policy and a retention policy. When the retention policy expires, 
the save sets associated with that policy are marked recyclable.


pool Feature to sort backup data to selected volumes.


PowerSnap EMC technology that provides point-in-time snapshots of data to be backed up. 
Applications that are running on the host system continue to write data during the 
snapshot operation, and data from open files is included in the snapshots.


provider Software component defined by Microsoft VSS, that plugs in to the VSS environment. A 
provider, usually produced by a hardware vendor, enables a storage device to create and 
manage snapshots.


proxy client Surrogate client that performs the NetWorker save operation for the client that requests 
the backup. A proxy client is required to perform a serverless backup.


Q


quiescing Process in which all writes to disk are stopped and the file system cache is flushed. 
Quiescing the database prior to creating the snapshot provides a transactionally 
consistent image that can be remounted without file system checks or database 
consistency checks. Quiescing a database is the most common way of creating a database 
snapshot. 


R


recover To recover files from a backup volume to a client disk.


Recovery Storage Group 
(RSG)


A Microsoft Exchange Server feature that enables mounting a copy of an Exchange mailbox 
database on the same server as the original database, or on any other Exchange server in 
the same Exchange administrative group.


Registry Microsoft Windows database that centralizes all Windows settings and provides security 
and control over system, security, and user account settings.


requestor Interface with the Microsoft VSS infrastructure to initiate the creation and destruction of 
shadow copy. NetWorker software is a requestor.


replica See shadow copy.
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resource Component that describes the NetWorker server or its clients. Clients, devices, schedules, 
groups, and policies are all NetWorker resources. Each resource has attributes that define 
its properties.


restore Process of retrieving individual datafiles from backup storage and copying the files to disk.


retention policy NetWorker policy that specifies the minimum period of time that must elapse before 
backed-up data is eligible to be overwritten on the backup media. Backed-up data that 
has not exceeded its browse policy time can be recovered more quickly than data that has 
exceeded its browse policy time but not its retention policy time. See also browse policy.


retrieve To locate and recover archived files and directories.


rollover Process of backing up a snapshot to a conventional backup medium such as tape. 
Whether or not the snapshot is retained on disk depends on the snapshot policy.


root Highest level of the system directory structure.


S


save set Group of files or a file system from a single client computer, which is backed up on storage 
media.


save set ID (SSID) Internal identification number assigned to a save set.


save set recover To recover data by specifying save sets rather than by browsing and selecting files or 
directories.


save set status NetWorker attribute that indicates whether a save set is browsable, recoverable, or 
recyclable. The save set status also indicates whether the save set was successfully 
backed up.


save stream The data and save set information being written to a storage volume during a backup.


server index See client file index.


serverless backup Backup method that uses a proxy client to move the data from primary storage on the 
application server host to secondary storage on another host. Serverless backups free up 
resources on the application server by offloading the work of processing snapshots to a 
secondary host.


service port Port used to listen for backup and recover requests from clients through a firewall.


shadow copy Temporary, point-in-time copy of a volume created using VSS technology. See also Volume 
Shadow Copy Service (VSS).


shadow copy set Complete roadmap of what was backed up at a single instant in time. The shadow copy set 
contains information about the Writers, their components, metadata, and the volumes. A 
backup components metadata document containing that information is created and 
returned to the requestor after the snapshot is complete. NetWorker uses this document 
with the corresponding save set at recover time.
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shadow copy technology Defined and standard coordination between business application, file system, and 
backup application that allows a consistent copy of application and volume data to exist 
for replication purposes.


skip Backup level in which designated files are not backed up.


snap clone Exact copy of a snap set data backup. The clone operation is an archive operation without 
the deletion of the source data. A new snap ID is assigned to the cloned copy.


snap ID Also known as a snapid, a unique 64-bit internal identification number for a snap set.


snap set Group of files, volumes, or file systems from a single client, describing the collection of 
data for which a point-in-time copy is created on an external disk subsystem, such as a 
storage array.


snapshot Point in time, read-only copy of data created during an instant backup.


snapshot expiration 
policy


Policy that determines how long snapshots are retained before their storage space is 
made available for the creation of a new snapshot.


snapshot policy Set of rules that control the lifecycle of a snap set. The snapshot policy specifies the 
frequency of snapshots, and how long snapshots are retained before recycling.


snapshot retention 
policy


Policy that determines how many PIT copies are retained in the media database and thus 
are recoverable.


staging Moving data from one storage medium to a less-costly medium, and later removing the 
data from its original location.


stand-alone device Storage device that contains a single drive for backing up data. Stand-alone devices 
cannot store or automatically load backup volumes. 


storage device See device.


storage group A collection of mailbox databases and public folder databases that share a set of 
transaction log files. Exchange manages each storage group with a separate server 
process.


storage node Storage device physically attached to a computer other than the NetWorker server, whose 
backup operations are administered from the controlling NetWorker server.


system state All files that belong to VSS Writers with a usage type of BootableSystemState or 
SystemService. This is required to perform an offline restore.


T


Transaction logs Files that Exchange uses to commit data (e- mail messages, user additions, creation of 
folders, and so forth) to the corresponding database file on disk. Used for incremental 
backups.
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V


volume 1. A unit of physical storage medium, such as a magnetic tape, optical disk, or file system 
to which backup data is written.


2. An identifiable unit of data storage that may reside on one or more host disks.


volume ID Internal identification that NetWorker software assigns to a backup volume.


volume mount point Disk volume that is grafted into the namespace of a host disk volume. This allows multiple 
disk volumes to be linked into a single directory tree, and a single disk or partition to be 
linked to more than one directory tree.


volume name Name assigned to a backup volume when it is labeled. See also label.


volume pool See pool.


Volume Shadow Copy 
Service (VSS)


Microsoft technology that creates a point-in-time shadow copyof a disk volume. 
NetWorker software backs up data from the shadow copy. This allows applications to 
continue to write data during the backup operation, and ensures that open files are not 
omitted.


VSS See Volume Shadow Copy Service (VSS).


VSS component Subordinate unit of a writer.


W


writer Database, system service, or application code that provides metadata document 
information about what to back up and how to handle VSS component and applications 
during backup and recovery operations. A Writer provides information to requestors to 
ensure that application data is consistent, application files are closed and ready for a 
slight pause to make a Shadow Copy.
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